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Preface 

Gary A. Klein 
Judith Orasanu 
Roberta Calderwood 
Caroline E. Zsambok 

This book was written to describe naturalistic decision making. This is 
our attempt to understand how human decision makers actually make 
decisions in complex real-world settings and to learn how to support 
those processes. 

We believe there are four key features of naturalistic decision mak­
ing: dynamic and continually changing conditions, real-time reactions 
to these changes, ill-defined goals and ill-structured tasks, and knowl­
edgeable people. The focus of this book, as opposed to other works on 
decision making, is to present models and methods pertaining to these 
four features. 

Early research on decision making had pursued purely mathemati­
cal models that analyzed decision making from the perspective of 
game theory and economics (von Neumann & Morgenstern, 1947), or 
that used statistical models to demonstrate decision biases (see Slovic, 
Fischhoff, & Lichtenstein, 1977). It is true that some researchers were 
looking at naturalistic settings and applications, but most of the re­
search centered around laboratory-based experiments testing the 
mathematical and statistical models. The problem is that these experi­
mental conditions were not very representative of field settings where 
the theories would have to be applied. 

In 1985, the Army Research Institute (ARI) Office of Basic Research 
started a new research program on planning, problem solving, and 
decision making. The goal of this program was to make decision re­
search more relevant to the needs of the applied community. In 1989, 
ARI sponsored a workshop to bring together researchers who had con­
tributed substantially to understanding naturalistic decision making. 
The goal of this project was to document progress made in this line of 

vii 
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research and to chart important research questions for the future. The 
workshop, organized by Klein Associates, was held in Dayton, Ohio, 
September 25-27, 1989, and over 30 professionals attended. They rep­
resented decision research being carried out by the military, NASA, 
private firms, and academic institutions. Their domains spanned tacti­
cal operations, medical decision making, weather forecasting, nuclear 
power-plant control, and executive planning, among others. One of the 
goals of the workshop was to define some common ground in this 
apparent diversity. 

This book is a direct outcome of the workshop. In contrast to the 
usual procedure of having participants present research papers to each 
other, preliminary outlines for book chapters had been circulated prior 
to the workshop. The meeting time was reserved for discussing topics 
and clarifying the issues. We wanted to make naturalistic decision­
making research available to a wider audience. 

This book contains five sections. 
Section A introduces the main themes of naturalistic decision mak­

ing, describes classical decision theory in order to discuss some of its 
limitations, and presents ex<!mples of the types of decisions that need 
to be explained. 

Section B presents examples of naturalistic research paradigms 
that have emerged within the last few years. 

Section C examines a range of issues concerning our need to develop 
methodology to conduct research in naturalistic settings. 

Section D examines applications and extensions of naturalistic deci­
sion making. 

Section E attempts to evaluate the issues raised by this book. 
Although each chapter finally had to be written by one or a few 

individuals, it was an explicit goal of the workshop for each chapter to 
reflect the expertise represented by the entire group of participants. 
This was accomplished by collecting comments and criticisms of panel 
members and workshop participants during and after the workshop 
about chapter outlines and drafts. The task of producing a cohesive 
book rather than a disjointed set of research papers was not easy, but 
we never assumed it would be. We are proud and appreciative of the 
efforts of this group of people in trying to accomplish this goal. 

WORKSHOP PARTICIPANTS AND THEIR 
AFFILIATIONS 

Lee Roy Beach, University of Arizona 
Roberta Calderwood, Klein Associates Inc. (currently with SAIC, 

Albuquerque, NM) 



Susan Chipman, Office of Naval Research 
Jay J. J. Christensen-Szalanski, University of Iowa 
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Jeff Grossman, Naval Command Control and Ocean Surveillance 

Center 
Stan Halpin, U.S. Army Research Institute Field Unit, Ft. 

Leavenworth 
Kenneth R. Hammond, University of Colorado-Boulder 
T. Owen Jacobs, U.S. Army Research Institute 
Gary A. Klein, Klein Associates Inc. 
Raanan Lipshitz, University of Haifa, Israel 
Ronald J. Lofaro, U.S. Army Research Institute, Aviation Re­

search and Development Activity, Ft. Rucker (currently with 
Federal Aviation Administration) 

Barbara Means, SRI International 
David Noble, Engineering Research Associates 
Judith Orasanu, U.S. Army Research Institute (currently with 

NASA/Ames Research Center) 
Jens Rasmussen, RISO National Laboratories, Denmark 
William B. Rouse, Search Technology, Inc. 
Eduardo Salas, Naval Training Systems Center 
Daniel Serfaty, Alphatech, Inc. 
Robert J. Shively, NASA/Ames Research Center 
Jerry Singer, Uniformed Services University of the Health 

Sciences 
Marvin L. Thordsen, Klein Associates Inc. 
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Tom Triscari, Rome Air Development Center, Griffis AFB 
John Valusek, Air Force Institute of Technology (currently with 
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Chapter 1 

The Reinvention of Decision Making 

Judith Orasanu 
NASA-Ames Research Center 

Terry Connolly 
University of Arizona 

Consider the following three scenarios: 
Scenario 1: A firefighting crew arrives at the scene of a reported 

fire in a four-story apartment building. The commander of the crew 
surveys the front of the building, sees no smoke or flames, and goes 
around the side. There he sees through a basement window that the 
laundry chute is on fire, and that fire has spread to the basement 
ceiling. He orders his crew into the first and second floors of the build­
ing to extinguish the fire from above with hoses. As they enter, the 
crew report back that the fire has spread above the second floor. Back 
at the front of the building, the commander sees that smoke now pour­
ing from the eaves: The fire must have spread via the laundry chute to 
the fourth floor, and down the corridor from the back to the front of the 
building. The commander realizes that he will need help, and calls in 
another unit. He also orders his team to drop their efforts at suppress­
ing the fire, and to concentrate instead on a room-by-room search for 
people trapped in the burning building. They succeed in evacuating all 
the occupants, but the building is gutted, despite the arrival within 10 
minutes of a second unit. 

Scenario 2: A 45-year-old banker wakes one night with a blinding 
pain, the worst he has ever felt, running across the left lower side of 
his face and jaw. His face is agonizing to the touch, and he can hardly 
bear to open his mouth. His wife rushes him to the emergency room of 
the university hospital two miles away, where he is examined by the 
admitting physician who prescribes a pain killer and a sedative. The 
physician is unable to make a firm diagnosis, but suspects the attack to 

3 
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be psychosomatic, associated with the intense work stress the patient 
has recently been suffering. '!\vo hours later, the pain starts to subside, 
and the banker finally goes home. After two similar but longer epi­
sodes in the following month, the banker consults with his internist 
who refers him to a dentist. The dentist discovers two deteriorating 
molar fillings on the lower right side, and replaces them. When the 
attacks persist, he refers his patient to an endodontist who carries out 
a root canal on a third tooth. None of this helps the banker whose 
attacks continue to get worse. Finally, the banker, now virtually an 
invalid and in constant pain, is referred by his internist to a consulting 
neurologist who, within 5 minutes, diagnoses a classic case of trigemi­
nal neuralgia. With the drug he prescribes, the banker is pain-free 
within 2 weeks, and makes a complete recovery. 

Scenario 3: Alphadrive Industries, Inc. is a developer and manufac­
turer of computer memories and related equipment. They are finally 
getting ready to start production of their first major new product in 3 
years, an automatic back-up device for desk-top computers. The tech­
nology development has been difficult, but they think they have a 
winning product, with patent protection for the crucial elements, and 
they anticipate getting to market 6 to 9 months ahead of their major 
competitor, Betamem. However, 2 months before Alphadrive is ready 
to start production, Betamem drops a bombshell: They announce that 
they will be showing a similar product at the upcoming Atlantic Com­
puter Fair, ready for immediate shipment. Their specifications and 
price will clearly beat Alphadrive's product. Alphildrive's Marketing 
Department proposes a flat-out effort to beat Betarnem to market and 
establish market share. They propose moving up the production start, 
and putting the device into production before final tests, meanwhile 
launching a high-priced advertising campaign offering the units as 
available now. The Development Group, on the other hand, argues that 
Betamem may be overly optimistic or simply bluffing, and that Alpha­
drive's reputation for reliability could be ruined if they introduce an 
untested product. They argue for sticking to the original schedule. 
After a fierce battle lasting over an entire weekend, involving vir­
tually the entire management group, Alphadrive's CEO comes down on 
the side of the Development Group. The device is -launched 4 months 
later, after significant last-minute engineering changes correct some 
problems discovered on final testing. Betamem later announces that 
its introduction will be delayed by unforeseen technical problems. 
They ultimately abandon their effort to enter this market. 

There is nothing especially unusual about these three sketches (the 
first adapted from Klein, 1989a, the second from Klawans, 1988, the 
third a fictionalized composite of several stories). They present, in 
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brief outline, people trying to figure out what to do in the face of 
difficult circumstances. When we speak of decision making, it is ac­
tivities like these that we have in mind. The activities are complex, the 
stakes often high, and the effects on lives likely to be significant. It is 
not surprising that substantial researd{' effort has been devoted to 
understanding and assisting people to make decisions. 

A respectable research library may hold hundreds of books and 
thousands of articles on various aspects of decision making. Some will 
be highly mathematical, some deeply psychological, some full of wise 
advice about how to improve. What is surprising is how difficult it is to 
apply much of this learning to the sorts of decision tasks described in 
the three scenarios. The research intends to address activities labeled 
"decision-making." And it does. Yet the correspondence between what 
is found in these research reports and the three scenarios we have 
presented is surprisingly low. Why is the relevance of one to the other 
so remote? 

The central argument of this chapter, and of this book, is that the 
basic cause of the mismatch is that traditional decision research has 
invested most of its energy in only one part of decision making, which 
we shall refer to the decision event. In this view, the crucial part of 
decision making occurs when the decision maker (generally a single 
individual) surveys a known and fixed set of alternatives, weighs the 
likely consequences of choosing each, and makes a choice. The decision 
maker evaluates the options in terms of a set of goals, purposes, or 
values that are stable over time, and that he or she knows quite clearly. 
Research on decision events tends to focus on the ways in which deci­
sion makers pull together all available information into their choice of 
a best alternative. 

The decision-making activities suggested by the three scenarios of­
fer few clean examples of decision events. It is possible to shoehorn the 
activities into this mold, but something gets lost. For example, consider 
the firefighting scenario rewritten from a decision event perspective. 
The fireground commander's goal would be to choose the best course of 
action, given his values and objectives. Possible actions might include: 
sending firefighters to the basement or to the roof to extinguish the 
blaze, searching for and evacuating residents, calling in additional fire 
companies, wetting down the roof, or protecting adjacent structures. 
Each possible action would be evaluated according to all evaluative 
dimensions, such as saving lives of occupants, preserving structures, 
minimizing risk to firefighters, conserving resources, or keeping the 
fire from spreading. Importance weights would be assigned to each 
evaluative dimension, and then the ratings and weights would be com­
bined to yield the best course of action. 
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Klein's research (1989a, this volume, Chap. 6) shows that the deci­
sion event model does not characterize what fireground commanders 
report they actually do. Their efforts focus on defining the situation­
what kind of fire do they face? Based on experience with similar fires, 
the commander selects the most plausible action for reaching his goal, 
given the constraints of the situation. The candidate course of action is 
evaluated by projecting forward its likely consequences, and looking 
for undesirable effects. If none is found, the action is implemented. 

The approach Klein has observed differs from a decision event mod­
el in at least three ways: much effort is devoted to· situation assess­
ment, or figuring out the nature of the problem; single options are 
evaluated sequentially through mental simulation of outcomes; and 
options are accepted if they are satisfactory (rather than optima\). In 
contrast, the decision event approach emphasizes concurrent evalua­
tion of multiple options; relies on analytical methods for integrating 
values and probabilities associated with each option; and seeks an 
optimal solution. 

The Alphadrive CEO in Scenario 3 shows some of the decision event 
activities, in that she finally made the go/no go decision. But we find 
ourselves as interested in how the Marketing and Development people 
tried to control the CEO's information, and in the cunning effort by 
Betamem to trick them into a premature product launch. Traditional 
decision approaches can be stretched to connect with these everyday 
scenarios, but critical aspects are ignored. The reason is that the real­
world processes have a number of features not explicitly considered by 
the basic decision event model. 

The most fundamental difference is that in everyday situations, 
decisions are embedded in larger tasks that the decision maker is 
trying to accomplish. Decision event research in the laboratory tends 
to require decisions apart from any meaningful context. In natural 
settings, making a decision is not an end in itself. Usually it is a means 
to achieving a broader goal. Decisions are embedded in task cycles that 
consist of defining what the problem is, understanding what a reason­
able solution would look like, taking action to reach that goal, and 
evaluating the effects of that action. As Brehmer (1990) states in de­
scribing his research on dynamic decision making,-

The study of decision making in a dynamic, real time context, relocates 
the study of decision making and makes it part of the study of action, 
rather than the study of choice. The problem of decision making. as seen 
in this framework, is a matter of directing and maintaining the con­
tinuous flow of behavior towards some set of goals rather than as a set of 
discrete episodes involving choice dilemmas. (p. 26) 
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A fundamental contention of this volume is that decision perfor­
mance in everyday situations is a joint function of two factors: (1) 
features of the task, and (b) the subject's knowledge and experience 
relevant to that task. Past decision research has neglected these two 
elements in varying degrees. In this Cilapter we describe some im­
portant naturalistic task features and the role of experience in deci­
sion making. Next, we examine how research methods affect conclu­
sions about the nature of decision-making processes. Then, we discuss 
the value of traditional decision paradigms, and conclude with some 
findings from naturalistic decision-making (NDM)research. 

CHARACTERISTICS OF NATURALISTIC 
DECISION SETTINGS 

Eight important factors characterize decision making in naturalistic 
settings, but frequently are ignored in decision-making research.' It is 
not likely that all 8 factors will be at their most difficult levels in any 
one setting, but often several of these factors will complicate the deci­
sion task. 

1. III-structured problems 
2. Uncertain dynamic environments 
3. Shifting, ill-defined, or competing goals 
4. Action/feedback loops 
5. Time stress 
6. High stakes 
7. Multiple players 
8. Organizational goals and norms 

1. Ill-structured problems: Real decision problems rarely present 
themselves in the neat, complete form the event model suggests. The 
decision maker will generally have to do significant work to generate 
hypotheses about what is happening, to develop options that might be 
appropriate responses, or even to recognize that the situation is one in 
which choice is required or allowed. Observable features of the setting 
may be related to one another by complex causal links, interactions 
between causes, feedback loops, and so on. The fireground commander 
in Scenario 1, for example, knew almost nothing of the problem he 

1 These features overlap with those specified by Sternberg (1985, 1986) for teaching 
critical thinking skil1s outside the classroom. 
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faced when he arrived at the scene, and was guided heavily by his 
developing understanding of the location, type, and severity of the 
fire. The internist in Scenario 2 was clear about the surface symptoms 
of his patient's problem, but spent a great deal of time testing hypoth­
eses about underlying causes in order to guide the patient to the right 
professional. When he did so, the problem was quickly solved. In Sce­
nario 3, the crucial step was when Alphadrive's CEO decided that they 
were probably facing a bluff, not a rival's engineering breakthrough­
a crucial reading of a complex, ambiguous set of tangled cues. When a 
task is ill-structured, there are typically several equally good ways of 
solving the same problem. There is no one accepted procedure to use, 
and it is necessary to select or invent a way to proceed. Moreover, there 
is no single correct or best answer. Ill-structured problems frequently 
are made more ambiguous by uncertain dynamic information (feature 
2 below) and by multiple interacting goals (feature 3 below). 

2. Uncertain dynamic environments: Naturalistic decision making 
typically takes place in a world of incomplete and imperfect informa­
tion. The decision maker has information about some part of the prob­
lem (the firefighting units available, the costs of a product), but not 
about others (the current extent of the fire, the"probable market for 
the product). Information may be ambiguous or simply of poor quality: 
Observers are unsure of what they saw; diagnostic tests leave open a 
range of possible diseases. 

Two additional factors make the problem still harder. First, the task 
is likely to be dynamic-the environment may change quickly, within 
the time frame of the required decision. For example, a small fire five 
minutes ago may be a large fire now. Second, the validity of the infor­
mation may be suspect if it is generated by an intelligent adversary, as 
in Betamem's attempt in Scenario 3 to make Alphadrive think they 
were facing a critically short deadline for introducing their new 
product. 

3. Shifting, ill-defined, or competing goals: Outside the laboratory, it 
is rare for a decision to be dominated by a single, well-understood goal 
or value. We expect the decision maker to be driven by multiple pur­
poses, not all of them clear, some of which will be opposed to others. 
The fire chief would like to save the building, but not expose his crew 
to unnecessary danger. Time may be important, but it is unclear how it 
should be traded off against danger and property damage. The design 
engineers want to test their new product comprehensively, but not to 
delay its introduction. These conflicts and tradeoffs may arise in 
laboratory-based decision making, of course, but are especially tricky 
in NDM because they are often novel and must be resolved swiftly, and 
because the situation may change quickly, bringing new values to the 
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fore. As the fire develops, the commander's goals may shift from pro­
tecting property to saving lives. Often, larger goals will provide direc­
tion, since decisions typically are embedded in broader tasks. 

4. Action/feedbock loops: The traditiolli\1 decision models are con­
cerned with an event, a point in time at which the single decisive action 
is chosen. In NOM, in contrast, it is much more common to find an 
entire series of events, a string of actions over time that are intended to 
deal with the problem, or to find out more about it, or both. This is not 
just a matter of gathering information until one is ready for the deci­
sive action. Physicians, for example, will often consider a line of treat­
ment as both an attempt to cure the patient and a part of diagnosis: "If 
the patient responds. to Drug A, the infection was clearly Disease X. If 
not, we'll move to Drug B, which should help if the problem is Disease 
Y, the next most likely candidate, and so on." The fact that there are 
multiple opportunities for the decision maker to do something may be 
helpful in that early mistakes generate information that allows correc­
tive action later (including dealing with side effects of the early ac­
tions). Action/feedback loops may also generate problems. Actions 
taken and results observed may be only loosely coupled to one another, 
making it hard to attribute effect to cause. These action/feedback loops 
are quite characteristic of NDM problems. They may make the prob­
lems easier (when outcomes are tightly coupled to actions) or harder 
(when outcomes are loosely coupled to action), but they certainly re­
quire a new view of how decisions are made. 

5. Time stress: An obvious feature of many NDM settings is that 
decisions are made under significant time pressure. This may be at the 
level of needing action in minutes or seconds (as in Scenario 1), or of 
compressing review of crucial corporate strategy into a single weekend 
(as in Scenario 3). This time pressure has several obvious but im­
portant implications. First, decision makers in these settings will of­
ten experience high levels of personal stress, with the potential for 
exhaustion and loss of vigilance. Second, their thinking will shift, 
characteristically in the direction of using less complicated reasoning 
strategies (Payne, Bettman, & Johnson, 1988). Decision strategies that 
demand deliberation-for example, the extensive evaluation of multi­
pie options recommended by many decision theorists-are simply not 
feasible. Studies of decision making such as that of fireground com­
manders in Scenario 1 show that very few options (perhaps only one) 
are analyzed, and those only in nonexhaustive ways. It seems unlikely 
that reflective thought is the key to successful action in firefighting 
conditions. Other modes of picking actions seem more appropriate. 

6. High stakes: The examples sketched in the three opening sce­
narios each involve outcomes of real significance to the participants: 
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preserving substantial property or life in Scenario 1, the loss of one's 
career or perhaps one's life in Scenario 2, the future of an entire com­
pany in Scenario 3. Obviously, there are plenty of everyday decisions 
where the stakes are much smaller than these. Our interest is in cases 
where the stakes matter to the participants who are likely to feel 
stressed but who will take an active role in arriving at a good outcome. 
Our concern is that much decision research involves subjects who are 
not invested in the task to the same level that they would be outside 
the laboratory. 

7. Multiple players: Many of the problems of interest to NDM re­
searchers involve not a single decision maker, but several, perhaps 
many, individuals who are actively involved in one role or another. 
Parties may be simply a decision maker and an immediate subordinate 
acting together to divide the work between them. The group may ex­
pand to an entire management committee or team trying to act to­
gether as one decision maker. Alphadrive's Marketing and Develop­
ment groups in Scenario 3 took on such team decision-making roles. A 
decision may be distributed over a set of partly cooperative, partly 
competitive individuals who try to coordinate their activities, as in 
geographically separate regional managers for a single national orga­
nization. It can be hard to make sure all team members share the same 
understanding of goals and situational status so that relevant infor­
mation is brought forward when needed in the decision process. 

B. Organizational goals and norms: As the discussion so far has 
indicated, naturalistic decision making frequently takes place in orga­
nizational settings. The organizational setting is relevant to the 
decision-making process in two ways. First, the values and goals that 
are being applied will not be simply the personal preferences of the 
individuals involved. Second, the organization may respond to the de­
cision maker's various difficulties by establishing more general goals, 
rules, standard operating procedures, "service doctrine," or similar 
guidelines. These factors are difficult to incorporate into artificial en­
vironments (see Hackman, 19B6). 

These eight characteristics fall short of providing a strict definition 
of NDM. We list them here to suggest the types of decision situations 
of interest in this volume, which we believe have been neglected in 
past decision-making research, yielding perhaps a truncated view of 
human decision making. Extreme values on these eight features pre­
sent a "worst case scenario" for the decision maker. However, as the 
opening scenarios show, it is easy to find real-world examples that 
embody extreme values on several characteristics. 
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THE IMPORTANCE OF EXPERTISE 

In addition to looking at naturalistic task conditions, it is also im­
portant to understand how people use th�iJ knowledge and experience 
in coping with complex decision tasks. This volume is concerned with 
decisions made by individuals who know a lot about the problem do­
main. That does not mean they are expert decision makers (such as 
decision analysts), but they are familiar with the tools and information 
sources relevant to making a decision. 

Relatively little research has been done on the role of expertise in 
decision making (but see the Hammond, Hamm, Grassia, & Pearson, 
1987, study of highway engineers; the Lusk, Mross, & Hammond, 
1989, study of weather forecasters; and Shanteau's, 1987, summary of 
expert decision making). In contrast, researchers studying problem 
solving have been much more interested in expertise (for a review see 
Chi, Glaser, & Farr, 1988). The latter group presents findings that 
contradict those of many decision researchers. Problem-solving studies 
show fundamental differences between novices and experts in how 
problems are interpreted, what strategies are devised, what informa­
tion is used, memory for critical information, and speed and accuracy 
of problem solving. Experts can see underlying causes and have more 
complex models of the problem than novices (Larkin, McDermott, Si­
mon, & Simon, 1980). These findings are drawn from fields as diverse 
as electronics, chess, physics, medicine, foreign policy, and baseball. In 
contrast, decision researchers have found that expertise confers little 
advantage in the judgments of clinical psychologists, college admis­
sions officers, or economic forecasters. What can account for such radi­
cally different conclusions? 

We must look to the kinds of tasks used in the two types of research. 
Studies that conclude no advantage to experts usually require integra­
tion of large amounts of data to discern correlations or to judge out­
come probabilities in highly uncertain environments. Especially diffi­
cult are situations that provide no feedback on the decision. Many 
studies have shown that this type of task requires significant computa­
tional resources, and that experts, no matter how knowledgeable, are 
simply not equipped to perform well. Mathematical solutions achieved 
by computers typically do a much better job (Dawes, 1971, 1979). How­
ever, when the task requires problem structuring, interpretation of 
ambiguous cues within the expert's domain, and reliance on underly­
ing causal models, experts surpass novices who lack the knowledge 
base to guide their performance (Johnson, 1988). In summing up the 
differences, Dawes (1971) has observed that, "people are better at se-
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lecting and coding information than they are at integrating it." For 
example, Crandall and Calderwood (1989) found that experienced neo­
natal intensive-care unit nurses could recognize the onset of life­
threatening infection in premature infants 24-48 hours before the 
diagnosis could be confirmed through laboratory tests. 

Johnson (1988) has made a convincing case that findings about ex­
pertise from the problem-solving literature generalize to judgment 
and decision making, particularly when the tasks have elements in 
common. Johnson also points out that most research on expert problem 
solving has focused on the process by which solutions are reached and 
how knowledge is used. In contrast, decision research has typically 
focused on the quality of the outcome-how close it comes to an ideal 
solution (see also Brehmer, Jungermann, Laurens, & Sevon, 1986). 
However, outcome-oriented research offers few clues about the psycho­
logical processes that produce those outcomes. 

Research on expert problem solving has shown that a significant 
aspect of what specialists do when functioning in their everyday com­
plex environments is to use their knowledge and experience to size up 
the situation, determine if a problem exists, and, if so, whether and 
how to act upon it. Experience enables a person to' seek information 
that will be helpful in coping with the situation, and to generate a 
limited set of plausible diagnoses, options, or hypotheses, rather than 
wasting precious time and energy on low-payoff leads (Chi, Farr, & 
Glaser, 1988). In fact, Klein (1989a, this volume, Chap. 6) has found 
that whereas experts use a "recognition-primed" or perception-based 
decision process to retrieve a single likely option, novices are more 
likely to use an analytical approach, systematically comparing multi­
ple options (cf. Larkin et aI., 1980). 

What is needed, and what this book is about, is research and theory 
that will contribute to a fuller understanding of how people use their 
knowledge and experience to make decisions in complex dynamic situ­
ations. Previous research has chronicled the many ways in which rea­
soners can go wrong; now we need to balance that work with an ac­
count of how they can go right. 

THE ISSUE OF RESEARCH METHODS' 
(OR, DIFFERENT METHODS = 

DIFFERENT CONCLUSIONS) 

As MacDougall observed in 1922, 

Science has no royal road .... !f lab experimentation involves any essen­
tial disturbance of the phenomenon, the psychologist must lay aside his 
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plans of formal simplification and study the event under its natural 
conditions accepting whatever complications the change introduces into 
his problem. (1922, pp. 351-352; cited in Gillis & Schneider, 1966) 

Why do we think it's so important to' �xamine decisions made in 
environments containing the features listed earlier and by decision 
makers with knowledge and experience relevant to the task? The pri­
mary reason is that phenomena observed in complex natural environ­
ments may differ substantially from those observed in the laboratory 
based on decontextualized tasks performed by novices with little stake 
in the outcomes. Ideally, laboratory tasks involve micro environments 
that abstract essential variables from the broader environment to 
which the experimenter wants to generalize (see Hammond, 1980, and 
this volume for a discussion of Brunswik's representative design). In 
fact, critical variables may be missing or changed in the lab, with 
major consequences for the behavior of interest. 

A case in point comes from a study of birdsong in territorial be­
havior of the Nuttall subspecies of the white-crowned sparrow (Pe­
trinovich, 1980). Using ethological methods, Petrinovich examined fac­
tors that influence birdsong and its effects on invaders. He found that 
significant behavioral variations depended on the stages of the breed­
ing cycle (courting, nest building, mating, incubation, and tending the 
young). Previous laboratory-based work, however, had shown conflict­
ing and theoretically uninterpretable results. Petrinovich's major find­
ings had not been observed before, because Nuttall does not reproduce 
in the laboratory. This example shows how carefully controlled labora­
tory experimentation can obscure the most interesting and significant 
phenomena. 

Less striking, but more relevant to decision research, is Ebbesen 
and Konecni's (1980) finding that judges and parole officers recom­
mended different .criminal sentences in a laboratory simulation and in 
the courtroom. Their lab studies left out variables that were critical in 
the natural decision environment. In this case, different conclusions 
would be drawn about the operation of variables from the two research 
environments. 

Our concern for research environments and methods is that very 
different conclusions may be drawn about the fundamental nature of 
human decision making depending on the tasks, methods, and partici­
pants in the studies. As in the laboratory study of birdsong, contradic­
tions abound. Some researchers have concluded that people are hope­
lessly irrational and need help in making logical decisions. Yet human 
experts can solve certain classes of difficult problems that powerful 
computers can't approach. How can both conclusions be true? 
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Recent experiments have shown how "rational" behavior can be ma­
nipulated by features of the task and people's knowledge relevant to it. 
If tasks tap into everyday forms of reasoning about particular topics, 
people appear to reason in a rational manner. When tasks are rela­
tively uninterpretable to the subjects, their performance appears irra­
tional. For example, considerable research on heuristics and biases has . 
shown the limitations of human reasoning (see Kahneman, Slovic, & 
Tversky, 1982). Much of the work involves statistical reasoning, which 
requires an appreciation of the role of chance, as in lotteries. This body 
of work suggests that human reasoning is essentially flawed. 

However, other research shows that people may reason fully in ac­
cord with rational principles when they understand that the events 
they are judging are in fact randomly generated. Gigerenzer, Hell, and 
Blank (1988) showed subjects random samples being drawn, which led 
to fully rational judgments. Nisbett, Krantz, Jepson, and Kunda 
(1983) point out that experts can reason statistically within their own 
domain because they have a better understanding of which events are 
truly random and which are causal. Thus, experts know when to apply 
statistical reasoning and when to apply knowledge-based reasoning 
strategies Likewise, on tasks of formal logic, people perform poorly if 
the problems are presented in abstract, symbolic form (if p, then q). 
However, if structurally identical problems are clothed in meaningful 
content, people reason quite logically (Wason & Johnson-Laird, 1972). 
The critical factor seems to be problem representation. As Huber (1986) 
put it, "Decision behavior seems to depend on the decision maker's 
representation of the system, and the goa!(s), plans, actions, etc. which 
are based upon the representation and goa!(s)" (p. 121). Manipulations 
that influence how people represent the problem have major conse­
quences for how they reason (see also Einhorn & Hogarth, 1986). 

In an effort to explain the contradictions between rational and irra­
tional performance, Anderson (1990) has offered the notion of "adap­
tiveness of cogilition," a notion relevant to this volume. He contends 
that the human cognitive apparatus, including perception, classifica­
tion, memory, and problem solving, has evolved adaptively to cope with 
certain kinds of tasks found in everyday environments. Thus, to un­
derstand cognition we must understand the demands and critical fea­
tures of the environment as they relate to cognitive processes. 

From an adaptionist perspective, [some researchers] have chosen a 
strange set of tasks to focus on. There are the puzzles and games, such as 
chess, Tower of Hanoi, Rubik's cube and the eight puzzle-and there are 
the academic activities, like math and science problem solving . . . .  Such 
problem solving has little adaptive value, and one can question whether 
our problem solving machinery has evolved to be adapted to such tasks. 
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Indeed, one might argne, in the case of puzzles and games, that they are 
played because they are challenging, and they are challenging precisely 
because we are not adapted to succeed in such domains. (p. 192) 

A similar argument could be made for many of the statistical reason­
ing tasks used in decision event research that lead to "irrational" 
thinking. 

Understanding naturalistic decision making requires that research 
methods must expand beyond the study of naive subjects in context­
limited environments. Existing research greatly overrepresents the 
problem solving and choice processes of college students working un- . 
familiar tasks for modest stakes. While such studies can provide use­
ful understanding of the early stages of skill acquisition, they cast 
little light on the performance of the expert operating in his or her 
regular environment with normal decision aids, time sequences, cue 
sets, and so on. 

A broader range of research methods will be needed to capture phe­
nomena at varying levels of complexity. These may include various 
observational methods such as ethnography, realistic simulations, and 
computer modeling to test theories. Some researchers mai .. tain that 
the best way to understand complex phenomena is to break them down 
into simple components, understand how these function, and then to 
reassemble them. But the complex world is not just an aggregation of 
the simple. Certain reasoning processes emerge only in complex en­
vironments, and are not available for study in simple tasks. For in­
stance, certain classes of errors, such as fixation or tunnel vision, 
emerge only in a dy.namically changing situation (Woods, 1988). 

An urgent need exists for research on complex decision making both 
within and outside the laboratory. We look forward to multidisciplin­
ary "full-cycle" research approaches (Warneryd, 1986) as the norm in 
the future, with investigations moving back and forth between the 
field and the laboratory. The generality of findings discovered in the 
lab would be evaluated in realistic environments, and, where possible 
without distorting the phenomena, hypotheses derived from observa­
tions in real-world situations would be tested in the laboratory. Experi­
mental laboratory research would still play an important role, but the 
tasks and subjects would be selected to reflect critical aspects of opera­
tional situations. 

THE VALUE OF CLASSICAL 
DECISION-MAKING PARADIGMS 

Traditional approaches to decision research have evolved to serve spe­
cific functions, and their contributions should not be ignored. Analyti-
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cal approaches, derived from economic theory, have been used to study 
tasks for which the researchers could determine the optimal choice 
(see Einhorn & Hogarth, 1981; Keeney & RaitTa, 1976; and Slovic, 
FischhotT, & Lichenstein, 1977, for reviews). Economic theory assumes 
that the decision maker seeks to optimize the outcome of choice and 
that the options, criteria, and values are known. Normative theories do 
not tell us how people actually make decisions, but provide formal 
methods for reaching optimal solutions. Many prescriptive decision 
aids have been developed on the basis of normative decision theories 
(Brown, 1989a). 

For example, if you are interested in buying a car, you might use a 
normative strategy called a multiattribute utility analysis (MAUA, see 
Edwards & Newman, 1982). In brief, you would identify the factors 
that distinguish among the models you are considering, such as cost, 
size, gas mileage, style, safety, and fun. Then you'd rate each model on 
each dimension and assign an importance weight to each dimension. A 
mathematical formula would combine the values and ratings to identi­
fy your ideal car, based on your stated values. 

A MAUA is considered a compensatory decision strategy because 
high values on a less important evaluation dimension can be balanced 
by low values on a more important dimension; all information is fac­
tored into the equation. However, compensatory analyses are typically 
very time-consuming. They are useful when context is limited, time 
pressure is low, and expertise is low. In fact, when time is limited, 
people often adopt noncompensatory strategies (Payne, Bettman, & 
Johnson, 1988). That is, they do not evaluate all options on all dimen­
sions, but adopt short-cuts for arriving at a satisfactory choice. Domi­
nance structuring (Montgomery, this volume) and elimination by 
aspects (Tversky, 1972) are two such strategies. Nevertheless, normative­
prescriptive methods have proven valuable in helping policymakers 
identify the factors that must go into a complex decision, and in help­
ing diverse stakeholders develop a common framework to· select a 
course of action that benefits them all. Decision analysis based on 
normative models is useful when an optimal decision is desired, partic­
ularly when the consequences are critical, such as siting a nuclear 
power plant (Keeney, 1982). 

Normative decision theory also serves as a benchmark for evaluat­
ing the rationality of people's unaided decisions. The criterion for ra­
tionality is logical consistency. The tasks used to assess rationality 
typically require people to integrate large amounts of information and 
to reason statistically, that is, to revise their probability estimates of 
outcomes as additional information is provided, according to BFlyes 
theorem (Edwards, 1954). In general, people's intuitive statistical judg-
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ments do not conform to the rational consistency of formal models, 
though recent research shows that experts can reason statistically 
within their own domains under certain task conditions (Nisbett et aI., 
1983). 

Other research grounded in normative'theories examines the psy­
chological short-cuts people take in order to get around their own 
information-processing limitations when dealing with probability 
judgments in highly uncertain situations. These heuristics often lead 
to systematic biases or errors compared to normative standards 
(Kahneman, Slovic, & Tversky, 1982). Chapters in the next section will 
address this issue specifically from an NDM perspective. 

In this book we will not be covering decisions based on normative 
models, because the topic has been well studied in other work and 
because the assumptions of the normative-prescriptive approach do not 
fit our focus. What characterizes research within the normative model 
is that the problem is defined by the experimenter, including the task 
framework, the options, and often the evaluation dimensions. More­
over, the focus is on the decision outcome rather than on how people 
come to decide that a choice or action is needed, what influences their 
goals, how the options are generated, or how the choice fits within the 
broader framework of reasoning about the situation. 

A traditional approach that is included in this volume is the social 
judgment theory (Brehmer, 1984; Hammond et aI., 1975, 1980). This 
theory addresses the process by which people select, weigh, and com­
bine ambiguous cues to make judgments about uncertain events. Its 
focus is on the psychological processes of knowing, usually when peo­
ple cannot manipulate the environment to get more information. Be­
cause of the significance of perceptual and interpretive processes in 
situation assessment in many theories described later in this book, this 
approach is clearly relevant to NDM. Social judgment theory is repre­
sented by Hammond's chapter in this volume. 

THE NEW GENERATION OF DECISION RESEARCH 

This volume and the workshop on which it is based reflect initial 
ventures in the scientific study of decision making in complex natural 
environments. Several findings have emerged from these efforts that 
either contradict the accepted wisdom from earlier decision-event­
centered research, or provide new insights brought about by the shift 
to studying more complex decision situations using different meth­
odologies. Here are some examples that are documented in detail in 
later chapters: 
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1. In contrast to procedures prescribed by normative models, experts 
in field decision situations tend not to generate and evaluate sever­
al courses of action concurrently to determine the best choice. 
Rather, based on their classification of the problem, they generate 
a single highly likely option and evaluate its appropriateness to 
the current conditions (Klein, 1989a, this volume, Chap. 6; 
Lipshitz, this volume, Chap. 9). If it is appropriate, they act on it; if 
not, it is modified or a second option is generated and the cycle is 
repeated. 

2. The major factor that distinguishes experienced from less experi­
enced decision makers is their situation assessment ability, not 
their reasoning processes per se (Chi et ai., 1988; Klein, 1989; 
Orasanu, 1990). Experts in a field can look at a situation and 
quickly interpret it using their highly organized base of relevant 
knowledge. The identification of situation type carries with it re­
trieval of one or more action alternatives that constitute appropri­
ate responses. 

3. Because of situational and organizational constraints, decision 
makers usually use a "satisficing" (Simon, 1955) rather than an 
optimizing strategy (Hickson, Butler, Cray, Mallory, & Wilson 
1986). That is, they select a good enough, though not necessarily 
the best, choice. While at first blush this might seem lazy or haz­
ardous, the fact is that in most ill-defined complex situations, 
there is no single correct answer. Many paths will lead to the same 
goal or to parallel and satisfactory goals, which generally involve 
tradeoffs in time, risk, or resources. 

4. Reasoning is "schema-driven" rather than driven by a computa­
tional algorithm. Even for problems with many novel elements 
(typical of NDM situations), decision makers use their knowledge 
to organize the problem, to interpret the situation, and to define 
what information is valuable for solution (Larkin et ai., 1980; 
Noble, 198.9, this volume). Some information may be selected or 
distorted to fit the existing schema, a potential source of error 
(Tolcott et ai., 1989a). But it also enables speedy assessment, 
search, selection, and interpretation of relevant information, a 
definite advantage when faced with information overload and time 
pressure. A critical f,,-ature of the schema-driven approach is that 
people create causal models of the situation. They try to under­
stand the significance of events and information by inferring 
causal relations (Hastie & Pennington, 1987, this volume; 
Thagard, 1988; Thiiring & Jungermann, 1986). This enables them, 
for example, to interpret intentions of other participants, either 
friend or foe, and to evaluate proposed actions by anticipating 
their future consequences (Lipshitz, this volume). 
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5. Finally, reasoning and acting are interleaved, rather than segre­
gated (Connolly & Wagner, 1988; Weick, 1983). Instead of analyz­
ing all facets of a situation, making a decision, and then acting, it 
appears that in complex realistic situations people think a little, 
act a little, and then evaluate the outcomes and think and act some 
more (cf. Connolly & Wagner, 1 988). This decision cycle approach 
reflects the incomplete knowledge, dynamically changing condi­
tions, and competing goal structures that characterize NDM situa­
tions. Decision event models assume all options, outcomes, and 
preferences are known in advance and thus are amenable to eval­
uation. The decision cycle approach treats the development of this 
knowledge as an integral part of decision making. 

We have referred to our general approach as a reinvention of deci­
sion making to signal the cont,ast between the traditional and the 
naturalistic paradigms. Differences lie in the importance assigned to 
experience, task complexity, and demands of naturalistic settings. The 
NDM orientation is a sharp departure from the way decision research 
has been and generally still is conducted with naive subjects, perform­
ing artificial tasks that lack meaningful consequences. The purpose of 
this volume is to describe the naturalistic decision-making approach, 
to examine its potential as well as its limitations, and to point the way 
to future research and applications. 

KEY POINTS 

• Classical decision-making research focuses on the decision event: 
choice from among a fixed set of known alternatives based on stable 
goals, purposes, and values. 

• NDM research focuses on decisions that are embedded in larger 
dynamic tasks, made by knowledgeable and experienced decision 
makers. 

• It is not feasible to apply classical decision research analyses to 
many real-life situations, as illustrated by three case studies. 

• Naturalistic decision-making research examines settings that in-
clude many of the following characteristics: 

problems are ill-structured 
information is incomplete, ambiguous, or changing 
goals are shifting, ill-defined, or competing 
decisions occur in multiple event-feedback loops 
time constraints exist 
stakes are high 
many participants contribute to the decisions 
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- the decision maker must balance personal choice with organi­
zational norms and goals 

• Naturalistic decision-making research has yielded new findings: 
In naturalistic dynamic settings, experts frequently generate 
and evaluate a single option rather than analyze multiple op­
tions concurrently. 
Experts are distinguished from novices mainly by their situa­
tion assessment abilities, not their general reasoning skills. 
Because most naturalistic decision problems are ill-structured, 
decision makers choose an option that is good enough, though 
not necessarily the best. 
Reasoning is "schema-driven," that is, guided by the decision 
maker's knowledge, to search and assess information, and to 
build causal models of events. 
Deciding and acting are interleaved. 
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Why Classical Decision Theory is an 
Inappropriate Standard for Evaluating 
and Aiding Most Human Decision Making 

Lee Roy Beach 
University of Arizona 

Raanan Lipshitz 
University of Haifa 

It is customary to attribute two roles to the formal, axiomatic, rational 
actor theory of decision evaluation and choice, a normative role and a 
prescriptive role. For brevity, we will call the formal theory classical 
decision theory, by which we mean the collection of axiomatic models of 
uncertainty and risk (probability theory, including Bayesian theory), 
and utility (utility theory, including multiattribute utility theory), that 
prescribe the optimal choice of an option from an array of options, 
where optimality is defined by the underlying models and the choice is 
dictated by an explicit rule, usually some variant of maximization of 
(subjective) expected utility. 

In its normative role, classical decision theory is an abstract system 
of propositions that is designed to describe the choices of an ideal 
hypothetical decision maker-ol1l1llscient, computationally omnipo­
tent Economic Man-given thp. theory's very specific assumptions 
about the nature of the decision task. In this role the theory actually 
has little relevance to real-world decisions. It merely is an internally 
consistent, logical system that, perhaps unfortunately, reflects its ori­
gins as an attempt to rationalize observed decisions (Bentham, 
1789/1970) by being couched in terms that also are commonly used to 
describe the behavior of human decision makers. 

Since the publication of the theory of games by von Neumann and 
Morgenstern (1947), followed by Edwards' (1954) introduction of 
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classical decision theory to psychology, it has become common to at­
tribute a prescriptive role to classical decision theory. By prescriptive it 
is meant that the way that Economic Man would make decisions is 
assumed to be the uniquely appropriate way, the only "rational" way. 
Indeed, the optimality of humans' decisions usually is judged by 
whether the decisions conform to the prescriptions of the theory. The 
assumption that classical theory is prescriptively appropriate has 
motivated nearly 40 years of empirical behavioral research-every 
study that has evaluated the quality of human decision making using 
the prescriptions of classical theory as the standard of comparison has 
been a reaffirmation of this assumption. 

Implicit in the prescriptivity assumption is the further assumption 
that, if decision makers behaved as they "should," classical decision 
theory would not only be normative and prescriptive, it also would be 
descriptive of human decision behavior, thus coming full circle from 
Bentham (1789/1970) and the Utilitarians. However, starting with the 
work of Allais (1953) and Ellsberg (1961) on through the recent work 
of Kahn em an and Tversky (1979) and subsequently, it has been repeat­
edly demonstrated that decision makers only infrequently behave as 
they "should." That is, decision behavior does not appear to conform 
consistently, or even often, to the logic of classical theory or to the 
operations implied by that logic. Of course, classical theory is mathe­
matically precise and it is unreasonable to expect the same precision in 
the behavior that is compared to it. Quite beyond this understandable 
lack of conformity, however, it doubtless is the case that human deci­
sion making cannot be described adequately using classical theory as a 
descriptive theory. 

This lack of conformity, this inability to use classical theory as a 
descriptive theory, has prompted four responses from decision re­
searchers. One response is merely to damn the behavior: "If your pro­
cedures or decisions or feelings are intransitive or otherwise discor­
dant with subjective expected utility, they are incoherent, 'irrational: 
or whatever you want to call it, and trying to justify them as coherent 
or find other rationalities is a waste of time" Pratt (1986, p. 498). This 
view saves the theory and rejects the behavior. Some scholars who hold 
this view do so because they prize the theory and simply are unin­
terested in the behavior-a position to which they certainly are en­
titled. Others who hold this view, but who prize the theory and are 
interested in the behavior, strive to redu�e the gap between theory and 
behavior by changing the behavior. This is the second response to the 
nonconformity of behavior to theory, and it has given rise to decision 
analysis as an art and profession, as well as to .a sizable array of 
decision aids that are designed to help people make their decision 
processes conform to classical theory. 
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The third response has been to retain the general logic and struc­
ture of classical theory but to make modifications of some of the theo­
ry's components and operations in light of the research findings. Schol­
ars who have provided this response prize the theory but are more 
interested in the behavior-hence, their Willingness to compromise 
the theory in order to better understand decision behavior. This is the 
position taken by behavioral economics (Bell, 1982; Loomis & Sugden, 
1982; Machina, 1982), of which prospect theory (Kahneman & Tversky, 
1979) is perhaps the most famous example. As pointed out by Beach 
and Mitchell (1990, Beach, 1990), while this response follows a time­
honored tradition in science (i.e., modifying theory in light of evi­
dence), it also runs the risk of hanging on to a point of view (in this 
case the logic and structure of classical theory) that may not be as 
valuable as it once appeared. To be sure, history provides examples of 
theories being improved by modification in light of evidence. It also 
provides examples of theories being repaired and shored up until all 
but the True Believers lose interest in the increasingly pedantic argu­
ments that signal the theory's impending death. One example is the 
overlong extension of the Ptolemaic theory of the solar system; 
stimulus-response theories of learning are another example. (Indeed, 
one sign of theoretical moribundity may be that True Believers begin 
to talk almost exclusively to each other.) 

The fourth response is represented by attempts to more accurately 
describe the process involved in real-world decision making by individ­
uals acting alone or in groups. The underlying notion is that, by know­
ing what decision makers actually are attempting'to do, they perhaps 
can be helped to do it better. Scholars who have provided this response 
are almost wholly interested in understanding behavior. Because 
classical decision theory has been found of limited help in achieving 
such understanding, it has been either completely replaced or rele­
gated to the back of the stage. Of course, many of these scholars retain 
a great deal of respect for classical theory; they acknowledge that it is 
appropriate for some decision tasks and that human decisions some­
times conform to its prescriptions. However, they are unconvinced (or, 
more often, have lost the conviction) that classical theory always is the 
standard against which decision behavior should be judged. Rather, 
they have come to believe that it is misdirected to force every or even 
most decision tasks into the rather limited mold that classical theory 
provides. 

Herbert Simon ( 1955) led the way in the formulation of this fourth 
response, and organizational theorists of various stripes were the first 
to carry it forward (e.g., Cohen, March, & Olsen, 1972; Cyert & March, 
1963; Gore, 1964; Janis & Mann, 1977; Lindblom, 1959; March & Si­
mon, 1958; Steinbruner, 1974; Weick, 1979). Most of these earlier ef-
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forts focused heavily upon group processes, and it is only recently that 
theories formulated as part of this fourth response have widened their 
focus to include individuals. The theories described in Chapter 5 of 
this volume are the most recent examples of this fourth response. 

WHEN BEHAVIOR AND CLASSICAL 
THEORY DIFFER 

Even the most casual reader of the decision literature is aware of the 
research on decision heuristics and biases. This work, started in large 
part by Ward Edwards, Daniel Kahneman, and Amos Tversky, and 
subsequently carried on both by them and by many other researchers, 
focuses primarily upon judgment rather than decision making. How­
ever, insofar as it has examined decision making per se, it suggests or 
documents discrepancies between decision behavior and classical theo­
ry. Add to this the more pertinent literature on "choices among bets," 
in which decision makers' choices between gambles often are found to 
be governed by factors that are irrelevant to the theory's prescriptions, 
and the picture looks pretty dismaL Of course, that picture is framed, 
if you will, by classical theory. 

Because the heuristics and biases research will be examined in de­
tail in Chapters 3 and 4, there is no need to discuss it here. Instead, let 
us consider the results of another literature that often is overlooked by 
the decision research establishment and that the causal reader might 
not know exists-a literature that has important implications for the 
results of choices between gambles as a source of insight into decision 
behavior. This second literature does more than merely document the 
lack of conformity of decision behavior to theoretical prescriptions. It 
suggests that human decision making consists of many tasks that are' 
quite different from the gambling task for which classical theory pecu­
liarly was designed. In short, this literature demands that the un­
thinkable be thought; classical theory frequently may be an inap­
propriate standard for evaluating and aiding human decision making. 

Most ofthis second literature does not come from laboratory experi­
ments. Rather it comes from observation of decision makers engaging 
in routine, on-the-job decisions. As a result, each study is perhaps less 
compelling than an experiment would be, but the consistency of the 
results across studies argues for their overall credibility. For example, 
Mintzberg (1975), observing business managers, found that most of 
the decisions involved only one option rather than multiple options, 
and the decision was whether to go with that option rather than a 
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choice from an array of competing options. Moreover, few decisions 
required or received the careful balancing of losses and gains, let alone 
explicit use of probability, that are central to classical theory. 

Peters's (1979) observations of managers yielded the same conclu­
sions, and, in addition, he found that most-'decisions are elements of a 
larger endeavor that is directed toward achieving some desired state of 
affairs, with each decision providing a small step in the appropriate 
direction. That is, decisions are not determined solely by the relative 
attractiveness of their potential outcomes, they are determined by how 
those potential outcomes fit into a larger scheme of things. It is com­
pliance with this larger scheme that is the chief criterion for decisions. 
Findings by Donaldson and Lorsch ( 1983) in an extensive study of the 
executives of 12 major corporations corroborate these conclusions. In 
addition, numerous observers have noted that the decision process con­
sists more of generating and clarifying actions and goals than of choos­
ing among prespecified alternative actions (options). And the research 
consistently suggests that the decision-making manager acts pri­
marily as a promoter and protector of the organization's values rather 
than as a relentless seeker of maximal payoffs (Donaldson & Lorsch, 
1983; Peters, 1979; Selznick, 1957). 

It is illuminating that, even when they have been trained to use 
classical decision theory (and even when they have decision aids avail­
able to help them apply it), managers rarely use it. And even when 

. they do use it, they seldom follow prescriptions that disagree with 
their own subjective intuitions (Isenberg, 1984, 1985). These are com­
petent, intelligent, successful executives, not college students who 
have been dragooned into laboratory studies. Their unwillingness to 
use classical theory suggests that something is wrong. The usual view 
is that they are what is wrong-they ought to be using the theory. On 
the other hand, they know how, they have aids available, and yet they 
resist. To use the theory's own terms, the executives appear to regard 
the costs of using the theory to be greater than the benefits. One must 
wonder why. 

Certainly, one reason decision makers resist using the theory is that 
its prescribed operations are cumbersome and time consuming, and the 
decision maker's time and resources (and patience) simply are insuffi­
cient. Phillips (1985, 1986, 1989) suggests an additional reason. Like 
Isenberg (1984, 1985), Phillips observed that corporate decision 
makers usually rely upon the "subjective mode" to make decisions, 
even when extensive, computerized technology is available. His discus­
sions with executives suggest that, because the databases for deriving 
probabilities and projecting trends consist of records of past events, the 
probabilities and trends are "backward looking" and therefore are of 
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questionable pertinence to decisions that often concern time frames of 
up to 20 years or more into the future. In a rapidly changing world the 
relative frequencies of past events may provide little guidance for 
decisions about such an extended future, and decision makers rely 
upon their own vision of what the future holds. By the same token, 
reliance upon data about the past assumes that the world is static-the 
data are useful only for predicting what will happen if the future looks 
a great deal like the past, or if identifi�d trends continue. Strategic 
decisions are made in order to act upon the world, to make sure that the 
future does not look like the past. Decision makers go to great lengths 
to insure that they have the ability to control key future events, and 
controllability is factored into their decisions. As it turns out, the issue 
of control is an important key to why classical theory frequently is 
neither an appropriate standard by which to evaluate decision be­
havior nor a relevant model for decision aiding. 

CONTROL IN DECISION BEHAVIOR 

To understand why control is important, let us turn to an incisive 
critique of classical theory by Shafer (1986). Shafer directs his analy­
sis at Savage's (1954) conclusion that it is optimal to make choices that 
maximize subjective expected utility (i.e., the version of classical theo­
ry that uses subjective probabilities and utilities), and that to do other­
wise is to behave irrationally. 

The vehicle used by Savage (1954), and many others, is the gamble. 
That is, decisions under uncertainty are regarded as gambles, and the 
analysis of the decisions is the same as that that would be appropriate 
for gambles. For example, a familiar decision dilemma (Behn & 
Vaupel, 1982) pits the status quo (the certain alternative) against an 
alternative that could, with some uncertainty, eventuate in either an 
outcome that is better than the status quo or an outcome that is worse 
than the status quo. Classical theory views the latter as a·gamble that 
should be preferred to the status quo if its subjective expected utility is 
greater than the utility of the status quo. 

Shafer argues that analysis of a decision in terms of subjective 
expected utility is an argument by analogy, an analogy between what 
the decision maker must do to decide and what a gambler must do to 
bet on an analogous game of chance. He points out that, sometimes, 
such an analogy is cogent, but at other times it is not. 

Note that, in most games of chance, the gambler does not influence 
events-he or she must assay the circumstances, make his or her bet, 
and wait for some external process to determine whether he or she won 

r 
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or lost. In short, the gambler exerts little or no control over the events 
of interest. This is in marked contrast to the control that is so much a 
part of most human decisions, and insofar as such control exists, the 
analogy between those decisions and gambling is not cogent. 

The analogy is vulnerable on at least two,additional points. First, in 
real-life decisions, subjective probabilities and utilities seldom are in­
dependent (Slovic, 1966). This is intuitively reasonable because "the 
process of formulating and adopting goals creates a dependence of 
value on belief, simply because goals are more attractive when they 
are feasible" (Shafer, 1986, p. 479). The second point is that basing 
decisions upon the alternatives' expected values may not be appropri­
ate for unique decisions (Lopes, 1981). 

The expectation for a gamble is a weighted mean of the gains and 
losses that may result from choosing it, where the weights are the 
probabilities of the gains and the losses occurring. As such, the expec­
tation is wholly imaginary for any single gamble-the gambler will 
receive either the gain or the loss, but not their weighted mean. In 
contrast, for a series of similar gambles, the expectation is the amount 
that the gambler is likely to end up with in the long run-and it 
therefore has meaning for each gamble as part of the series. 

The argument is that, if a decision is not one of a series of highly 
similar gambles, it is not in the least clear that it is "rational" to decide 
by maximizing expectation, and decision makers appear to realize this. 
Research shows that, even when decisions are explicitly about gam­
bles, bets on unique gambles tend not to be based upon their expected 
values. Keren and Wagenaar (1987) had participants choose between 
pairs of gambles (e.g., $100 with 99% certainty, or $250 with 50% 
certainty). In one condition the chosen gamble would be played only 
once (unique), and in the other condition the chosen gamble would be 
played 10 times (repeated). The gambles were designed so that the one 
with the highest expected value had the lower probability of winning. 
If the participants' decisions conform to the prescriptions of classical 
theory, they would choose the higher expected value gamble whether 
or not it was unique or repeated (e.g., $250 with 50% certainty, which 
has an expectation of $125 but .o>.lso has the lower probability of win­
ning, rather than $100 with 99% certainty, which has an expectation 
of $99). However, the data showed that, across study conditions, 71% of 
the participants chose the higher expected value gamble when it was 
to be repeated, but only al:lOut 57% chose it when it was unique. In 
further studies it was found that neither students nor casino gambles 
rely very heavily upon expected value in making wagers (Keren & 
Wagenaar, 1985; Wagenaar & Keren, 1988; Wagenaar, Keren, & Pleit­
Kuiper, 1984; Wagenaar, Keren, & Lichtenstein, 1988). As Wagenaar 
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( 1988; Beach, Vlek, & Wagenaar, 1988) has emphasized, if even real 
gamblers fail to conceive of real gambles in the way classical decision 
theory prescribes, it is a bit far-fetched to assume that other decision 
makers conceive of other decisions according to those prescriptions. All 
told, it is difficult to sustain much belief in the gamble analogy as a 
universal characterization of risky decision making-at least from the 
point of view of human decision makers. Whether or not their views 
count is, of course, a question. 

DO DECISION MAKERS' VIEWS COUNT? 

The conclusions reached above rely heavily upon the differences be­
tween how decision makers and classical theory view the demands and 
structure of various decision tasks. It can be argued that the very 
reason for using classical theory as a prescriptive model is that human 
decision makers' views of their decision tasks are flawed and therefore 
their views do not count for much. But, what is the evidence for this 
"flawed view" argument? The major evidence is its subjective appeal. 
Most of us feel uneasy about our decisions, primarily because we have 
made decisions that did not turn out well and we live with the clear 
understanding that we will someday regret decisions that we have not 
even made yet. However, classical decision theory does not address the 
question of making correct decisions, it merely addresses the question 
of making decisions correctly-that is not the same thing. That is, 
classical theory is about making the best bet given conditions at the 
moment; it is specifically about process and only indirectly about out­
come. As in casino gambling, "you bet your money and take your 
chances," and some failures are the price of playing. Certainly, it is an 
article of faith that, in the long run, "proper" process (i.e., classical 
theory) will result in a greater number of satisfactory decisions than 
will any other process, but this merely is faith until it has been em­
pirically demonstrated. And it has not been empirically demonstrated. 
On the contrary, research (Paquette & Kida, 1988; Payne, Bettman, & 
Johnson, 1988; Thorngate, 1980) shows, both in computer simulations 
and in solid laboratory experiments, that a variety of alternative deci­
sion methods yield results comparable to or, under short deadlines, 
even superior to classical theory. 

The second reason that decision makers' views often are not con­
sidered to count derives from the literature on flawed judgment and 
decision making. However, flawed is defined as a deviation from classi­
cal theory, and the possibility that the theory is inappropriate is sel­
dom entertained. With the possible exception of sociobiology, it is diffi-
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cult to think of any discipline that has made its central theoretical 
viewpoint so unassailable. 

Make no mistake, in its normative role, prescribing decisions for 
hypothetical Economic Man, classical theory is not subject to these 
criticisms. It is when behavioral scientists assume that these pre­
scriptions apply to any and all human decisions that the mischief is 
done. Because its prescriptive role is assumed to have the same status 
as in its normative role, the legitimacy of the theory is not questioned 
when behavior does not conform to its prescriptions. Instead, it is con­
cluded that the behavior, and thus the decision maker, is wrong or 
irrational and must be made to conform to the theory. If the rules 
that hold in other branches of science were to be applied here, the 
possibility that the theory is not universally appropriate as a stan­
dard for evaluating and aiding decision behavior would have to at 
least be considered. 

Our point, and the point made by the literature that has been brief­
ly presented above, is that it may not be sufficient to conclude that real 
decision makers lack the superhuman cognitive powers of omniscient, 
computationally omnipotent Economic Man, and that they therefore 
fall short of the classical decision theory's perfection. While human 
frailties must be duly noted, the difficulty may not be wholly attribut­
able to human shortcomings. The strong suspicion is that classical 
theory does not provide the conceptual depth that is needed to deal 
with real-world complexity; in some ways people seem far more capa­
ble than the theory. 

The naturalistic decision theories described by Lipshitz in Chapter 5 
are attempts to break the stranglehold of classical theory on both the 
scientific analysis, and the real-world practice, of decision making. 
This is in contrast to behavioral economics, which appears satisfied 
with tinkering with classical theory to make it fit laboratory data. 
However unsystematically, the development of naturalistic decision 
theory has been marked by attempts to make theory more sensitive to 
the constraints imposed by the environments in which decisions arise. 
In the process it has become increasingly clear that how the decision 
maker perceives or frames (Minsky, 1968) those environmental con­
straints is central to understanding decision making, and that differ­
ent decision strategies follow from those perceptions. Because it is 
cumbersome, perhaps impossible, to adequately include those con­
straints. and perceptions within the confines of classical theory, the 
theory often fails to be useful when the time comes to apply it in 
naturalistic decision settings. Therefore, its prescriptions often are 
inappropriate either as guides for action or as standards for the eval­
uation or aiding of human decision behavior. 
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A CASE STUDY: THE DOWNING OF A LIBYAN 
AIRLINER BY ISRAELI DEFENCE FORCES 

Having critiqued classical theory, we turn now to a case study of a 
naturalistic decision. The decision resulted in Israeli fighter jets forc­
ing a Libyan airliner to crash-land in the Sinai peninsula, killing all 
but one person aboard. The tragic incident, which caused considerable 
furor both within Israel and internationally, permits us to contrast the 
classical decision theoretic description of the decision with that of the 
person who made the decision, Air Force General "Motti" Hod. The 
exercise for the reader is to judge whether classical theory adequately 
captures General Hod's recounting of how the decision was made. 

The Public Record 

At midday on February 21, 1973, a Libyan airliner began its trip from 
Bengazi to Cairo. At about 2:00 p.m. the plane flew over Port Touafic 
(at the southern end of the Suez Canal), deviating considerably from 
its prescribed course. The plane had been spotted by Israeli radar be­
fore it crossed into the Israeli-occupied Sinai peninsula, and two F-4 
Phantom fighters were sent to intercept it. The presence of the airliner 
was particularly alarming, because Israeli Intelligence had been 
warned of a terrorist plan to hijack an airplane and explode it over a 
populated area, such as Tel Aviv, or over an important military in­
stallation. Moreover, even though the airliner had violated Egyptian 
airspace, Egypt's air defense system had made no response. What is 
more, when the F-4s made contact with the plane, no passengers could 
be seen, because all of the window shades were down. 

After making contact with the airliner, the F -4s signaled the pilot to 
land at Refidim air base. At first the pilot seemed to obey-he de­
scended and lowered the plane's landing gear. Suddenly he turned back 
in the direction from which he had come, as if trying to escape. Despite 
warning shots across its path, the plane continued to fly west. General 
Hod did not want what was by then assumed to be a terrorist plane to 
escape. After telephoning his superior for concurrence, he ordered the 
F -4s to force the plane to land by shooting at its wing-tips. The airliner 
continued westward even after its right wing was hit. The F -4s then 
shot at its wing base which forced an attempted crash landing. The 
plane touched down successfully, but slid into a sand dune. There was 
only one survivor out of 113 passengers and crew. 

Later, when the plane'S "black box" was recovered, it became appar­
ent that the airline pilot was confused about where he was and what 
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was happening. He thought the Refidim air base was Cairo's interna­
tional airport. He thought the American-built Israeli F-4s were 
Russian-built Egyptian MIGs. He misunderstood the signals from the 
Israeli pilots about what he was to do. Of course, all of this was un­
known to General Hod, who was primed for a terrorist air attack. 

The Classical Description 

The dilemma facing the Israeli decision maker can be viewed as turn­
ing upon his uncertainty about whether the airliner was innocent and 
merely off course, or a terrorist bomb aimed at Tel Aviv or a military 
target. The decision itself depends upon the probabilities the decision 
maker assigned to the two 'states of nature' and the utilities he as­
signed to the potential outcomes. Classical theory prescribes choice of 
the action that has the larger subjective expected utility. 

General Hod's Description 

(From a slightly condensed translation of a talk given by the General.) 
The plane was detected in an area from which there previously had 
been sorties of Egyptian fighter planes. The radar warning was "hos­
tile intrusion" with no qualifications about what kind of plane it was. 
The system worked automatically; F -4s were dispatched. I was at head­
quarters, where the intruder was tracked flying at jet speed. (Civilian 
airplanes fly at approximately the same speed as military planes on 
long-range penetrations.) We checked and found that there was no 
traffic on the military communication channels. Suspecting a civilian 
airplane, we checked the civilian airwayes and again found nothing. 
We could see that the plane was passing over very sensitive Egyptian 
locations with no reaction on the part of the Egyptian air force. All of 
these are indicators of a hostile intrusion. 

The plane did not pass over our ground-to-air missile bases, which 
would have shot it down automatically. The F -4s intercepted the air­
liner midway between the Gulf and Refidim, and reported that it was a 
Libyan Boeing 727. They asked the plane to identify itself, but it could 
not be reached by radio.· The fact that the plane was Libyan raised a 
warning flag for us; we had information on a terrorist plan to hijack an 
airliner to attack civilian targets or to pressure Israel to release im­
prisoned terrorists. 

At this stage the F -4s were ordered to communicate with the pilot by 
hand signals. One fighter flew 2-3 meters away from the right side of 
the airliner and signaled the co-pilot to land. The fighter pilot reported 
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that the Libyan looked straight at him and that the plane's undercar­
riage was lowered, indicating that the Libyan understood the signal. 

At this point we did not know who was in the airliner's cockpit. In 
fact the crew consisted of a French captain and flight engineer, and a 
Libyan co-pilot who did not speak French. Visual contact was with the 
co-pilot, who sat on the right. 

Now there began a deaf person's dialogue between me and the cap­
tain . . .  , You have to realize the psychology of a captain who is respon­
sible for 130 passengers. There is a maxim in civilian aviation that 
even the slightest risk to passengers' safety should be avoided. That is 
why airplanes are hijacked so often merely with toy guns and empty 
plastic boxes-the pilot simply does what the hijacker wants so as not 
to endanger the passengers. Given such commitment, there is no ques­
tion but what the plane should land. But something else is going on 
here. The Captain sees-we figure that he must see-the Star of 
David painted on the F-4s, and he can see the airfield. He understands 
that we want him to land, since he releases the undercarriage and 
approaches the tarmac. But then he lifts the undercarriage and flys 
om 

The airliner did not fly away directly but first turned to circle the 
air base. We figured that he wanted to make a better approach. But 
then he turned and started to fly west. We ordered the F -4s to approach 
the plane again, establish eye contact, and then when the pilot is 
looking to shoot in the air to signal unequivocally that the plane 
should land. The F -4 shot, and reported that the airliner was continu­
ing westward-even though the pilot must have seen the tracer 
bullets. 

I passed all of this information to General Elazar [Chief of Staff of 
the lsraeli Defence Forcesl, and we discussed what we should do with 
this rascal. He knew that we wanted him to land, saw Refidim, com­
municated his understanding to us, and then tried to escape. Uncer­
tainty gradually transformed to a certainty: that plane wished to avoid 
landing at Refidim at all costs. But given that this was its interest, 
ours became to land it there at all costs. It was implausible that a 
captain with 130 passengers would refuse to' land. The F-4s ap­
proached, and the F -4 pilot reported that he could not see anything 
[passengers]. All the airliner's window shades were down. There can­
not be a civilian airplane with all the window shades down. Some, even 
the majority, may be down, they never are all down unless someone 
orders that they be. When the pilot reported that all the shades were 
down, he was ordered to shoot at the wing tips to convince the guy that 
we sincerely wanted him to land. Our uncertainty diminished every 
minute. Assuming that he understood us, it made no sense; there was 
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absolutely no explanation why a captain would not land. Therefore, we 
were not going to let him escape. All of this took only a few minutes, 
but time seemed to pass very slowly. 

At this stage we tried to establish communication with Cairo on all 
the emergency channels. We failed, botli there and in other places. The 
F -4 shot at the wing tip, but the Libyan remained indifferent and 
proceeded westward. This conVinced us absolutely that he had such an 
excellent reason not to land at Refidim that this was the key to the 
whole affair. We felt compelled to force it to land to find out why he 
was so obstinate. 

A few months earlier an Ethiopian airliner strayed into the Egyp­
tian ground-to-air missile system and the poor thing was shot down. 
An American private airplane also was shot down by missiles above 
the Delta. Several other planes were fired at when they penetrated 
areas where the maps warn that you will be shot at without warning. 
Pilots are familiar with these free-fire zones, and airline captains stay 
far away from them because of their obligation to passengers' safety. 
And here was this plane despite all the warnings. That's how all uncer­
tainty dissipated-he certainly had something to hide from us. 

Let us now move to the cockpit, in view of what we learned from the 
plane's ''black box." There sat the French captain and flight engineer 
and the Libyan co-pilot. The first two converse in French, which the co­
pilot does not understand, and ignore him altogether. They drink wine 
and find themselves approximately 70 miles off course without a clue 
to their whereabouts. When they see the F-4s they identify them as 
MIGs, and when the co-pilot tells them to land they reassure him that 
there is no problem, since these are MIGs and they are flying to Cairo. 
Everything is in French, and the co-pilot doesn't understand a word. 

Our communication is with the Libyan co-pilot, and the Frenchmen 
ignore him, and everything else, because they know that Egypt and 
Libya are on such good terms that under no circumstances will Egyp­
tian fighters shoot down a Libyan airliner. When the F -4s start to 
shoot the Captain and engineer panic, thinking that the MIGs have 
gone berserk. When they finally decide to land, they crash into the 
sand dune and almost all aboard are killed. 

Should there have been a different decision, in retrospect? I confess 
that if an unidentified airplane penetrated the same area today, flying 
in the identical direction, and under a similar intelligence warning, I 
would react in precisely the same way. Who can claim today that it was 
unwise to shoot the plane down then and there? It was well known that 
the general area was highly sensitive, and that airplanes-not civilian 
but military airplanes-had been shot down there before. Lastly, was 
the decision made under time pressure? Not really, because time is 
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relative. When you flirt with a girl, 21/2 minutes pass in a flicker, but 
when you are in a dog-fight they sometimes are an eternity. 

In terms of the features of the naturalistic decision models: Most of 
General Hod's description underscores efforts to assess the situation, 
to figure out what was going on. In part this involved past experience: 
the Six-Day War, previous intrusions, knowledge about airline pilots' 
protectiveness of their passengers. In part it involved information pro­
curement, monitoring military and civilian radio channels, attempts 
to communicate with the airliner itself and with Cairo, and the F-4s' 
surveillance of the intruder. And in part it involved .inferences based 
upon available information-inferences about the airline captain's 
motivation and intent in an attempt to make his actions make sense, 
inferences about the meaning of the closed window shades, inferences 
about meaning of the aborted landing and the attempt to fly back 
toward Egypt. 

As events unfolded, the general's initial uncertainty decreased un­
til, at the time that he ordered the F-4s to force the airliner down, he 
was no longer uncertain about the plane and its hostile intent. In 
retrospect he was incorrect, but he was certain nonetheless. In short, 
he was not making a bet-he was acting upon what seemed to him to 
be a sure thing. He was not considering two alternative actions-he 
was doing the single action that followed directly from his appraisal of 
the situation. To a large degree there was no decision in the classical 
sense. 

A recent account of this incident (Lanir, 1991) helps us to tie up 
some loose ends and complete the story, even though it does not affect 
the analysis of the decision making of the Israeli generals. It appears 
that the Libyan airline crew believed their plane was over Egypt, and 
the pilot interpreted the Israeli jets as Egyptian MiGs. Cairo has a 
military airport to the east, and the civilian airport is to the west. As 
the airliner was preparing to land, the pilot noticed that it was a 
military base, and believed he was making a blunder, which explained 
the presence of the military aircraft around him. Suddenly, everything 
fit together. That is why he pulled up and headed west. He was looking 
for the civilian airport on the other side of Cairo. Given his situation 
assessment, it was the obvious action to take. 

SUMMARY 

For almost half a century the study of human decision behavior has 
been dominated by a single standard, the prescriptions of classical 
decision theory. The purpose of this chapter was to argue that this 
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domination no longer is viable and that it is time to move on to new 
ways of thinking about decision making. Th this end, we have pre­
sented a critique of the appropriateness of classical decision theory as 
a standard against which to measure the adequacy of human decision 
making. The critique was drawn from ·the· decision literature and fo­
cused upon the theory's adequacy for describing decision behavior in 
both laboratory studies, usually involving students as subjects, and in 
observational studies, usually involving practicing managers as sub­
jects. The conclusions are listed below. In light of these, it seems clear 
that classical theory cannot continue to be used as the standard for 
evaluating all decision behavior. The theory has its place, of that there 
can be no doubt. But where its use as the single standard may have 
once been justified because so little was known about decision making 
and about human cognition, circumstances have changed. It is time to 
stop patching and propping an inappropriate theory. It is time to create 
a more useful theory. 

KEY POINTS 

• Real-life, naturalistic decision tasks frequently differ markedly 
from the task for which classical decision theory was designed. 

• Even when they know how, professional decision makers seldom 
rely upon classical theory to make decisions. 

• The fundamental role of control in naturalistic decisions belies 
classical decision theory's reliance upon gambles as an all-purpose 
analogy for decisions. 

• The assumption that use of classical decision theory necessarily 
will improve decision success is empirically unproven and 
questionable. 

• The features of naturalistic decision settings described in Chapter 1 
are not adequately addressed by classical decision theory. 
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I. EVALUATING DECISIONS 

Decisions can, and do, go wrong: A doctor misdiagnoses a patient's 
illness; a new product fails in the marketplace; a military commander 
mistakenly engages a civilian aircraft. Undesirable outcomes, how· 
ever, do not necessarily imply faulty decision making; consider Gener· 
al Hod's decision to shoot down a Libyan airliner (described at the end 
of the last chapter). Even though the aircraft turned out not to be on a 
hostile mission, his conclusion that it was hostile might have been 
justified by the information he had at the time, by his efforts to gather 
further relevant data, and by the costs of a terrorist incident. It can 
also happen, of course, that a bad decision works out well. It is natural, 
then, for psychologists to look for a way of evaluating the decision 
itself, or the process that led to the decision, as distinct from its out­
comes: to point, for example, at false prior beliefs, inappropriate pri­
orities, shaky inferences from data, or even logical inconsistencies, 
rather than simply a bad outcome. 

A widely accepted research paradigm in psychology (e.g., Kahne­
man, Slovic, & Tversky, 1982) has taken Bayesian decision theory as 
the standard by which reasoning is to be judged, and has identified 
pervasive patterns of error, called biases, in laboratory performance. 
According to these researchers, unaided decision processes employ 
rules of thumb (or heuristics) that under many (but not al\) conditions 
lead to "severe and systematic errors" (Tversky & Kahneman, 1974). 
The bottom line of this research has been a rather pessimistic view of 
human reasoning. To illustrate, let us extrapolate some of the labora-
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tory results on biases and their interpretation to a hypothetical 
physician: 

• In assessing the probability that she . .  lYjll encounter cases of dis­
eases A, B, and C among her patients, the'physician may rely on the 
ease with which she can recall or imagine instances of each disease. 
This is the so-called availability heuristic, postulated by Tversky 
and Kahneman (1972). Availability may be influenced by factors 
like the recency or salience of the physician's own experiences, 
which do not reflect the true relative frequencies of the diseases in 
the relevant population. 

• In estimating a quantity, such as the required length of treatment 
for disease B, the doctor may first generate her best guess, then 
adjust it upwards and downwards to allow for uncertainty, e.g., 10 
days plus or minus 2. This is the anchoring and adjustment heuris­
tic. According to Tversky and Kahneman (1974), adjustments are 
typically insufficient. The result is an overconfidence bias (Lichten­
stein, Fischhoff, & Phillips, 1982), for example, 95% confidence 
intervals that contain fewer than 95% of the actual cases. 

• If the description of a patient's symptoms resembles the stereotypi­
cal picture of disease C, the physician may assign C a high proba­
bility, even if it is in fact extremely rare in comparison to diseases A 
and B. This is called base rate neglect, and may result from the 
representativeness heuristic, a tendency to judge probabilities by the 
similarity of a sample or instance to a prototype of its parent popu­
lation (Kahneman & Tversky, 1972). 

• Once she has arrived at an opinion about the illness that is causing 
the patient's symptoms, the doctor may fail to revise her opinion in 
the light of new symptoms or test results that conflict with it; she 
may even find ways to explain away the apparently conflicting 
data. This is the so-called belief bias, or confirmation bias, exten­
sively reviewed in Nisbett and Ross (1980). Tversky and Kahneman 
(1980) attribute it to the compelling nature of causal beliefs. 

• In evaluating different treatment alternatives, the doctor may take 
her most important objective first (e.g., reducing the size of a tumor 
by x%) and eliminate options that fail to achieve it; she may then 
compare the surviving options to her next most important goal (e.g., 
avoiding certain side-effects), and so on until only one option is left. 
This is the elimination-by-aspects strategy (Tversky, 1972). It may 
lead the doctor to overlook important compensatory relationships; 
for example, she may reject an option that just misses one goal but 
that is outstanding in other respects. 

• The doctor may regard a treatment more favorably if she happens 
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to think of the outcomes in terms of potential gains, such as chance 
of survi val, and less favorably if she happens to think of those same 
outcomes in terms of potential losses, such as chance of death. This 
is the reference effect, discussed by Tversky and Kahneman (1981). 
They attribute it to predecisional processes that select a neutral 
reference point for the representation of outcomes, and to judgmen­
tal processes that weight losses with respect to the reference point 
more heavily than comparable gains. 

On what grounds do psychologists claim that the doctor's assess­
ments, inferences, and choices in these examples are mistaken? In 
some cases (e.g., availability, anchoring and adjustment) the doctor's 
probability assessments may be compared to actual frequencies of the 
relevant events (i.e., disease types and treatment durations, respec­
tively). In other cases (such as the examples of base-rate neglect and 
confirmation bias) the relevant events are more complex and one-of­
a-kind, and empirical frequencies will often be unavailable. Neverthe­
less, whether frequencies are available or not, the doctor's judgments 
or inferences can be evaluated in terms of their internal coherence. 
Bayesian probability theory provides a normative standard that is ac­
cepted by many researchers, and which specifies how a person's beliefs 
should be related to one another. Similarly, Bayesian decision theory 
(which includes probability theory as a part) provides a standard for 
evaluating the rationality of the doctor's choices among treatment op­
tions, even when a large sample of actual choice outcomes is not avail­
able, in terms of the internal coherence among her beliefs, prefer­
ences, and actions. 

According to this research, a decision bias is not a lack of knowl­
edge, a false belief about the facts, or an inappropriate goal; nor does it 
necessarily involve lapses of attention, motivation, or memory. Rather, 
a decision bias is a systematic flaw in the internal relationships among 
a person's judgments, desires, and/or choices. Human reasoning de­
pends, under most conditions, on heuristic procedures and representa­
tions that predictably lead to such inconsistencies. It follows that hu­
man reasoning processes are error prone by their very nature. 

Few recent areas of psychological research have had as much impact 
on psychology as the work on heuristics and biases, or have been as 
widely cited in the literature of other fields and in the popular press 
(as noted by Berkeley & Humphreys, 1982; and by Lopes, 1988). Per­
haps more importantly, this research has motivated efforts to help 
people make better decisions, by automating or supporting the "nor­
matively correct" methods for processing information (e.g., Edwards, 
1968). Nevertheless, there is a growing chorus of dissent (e.g., Ander-
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son, 1986; Berkeley & Humphreys, 1982; Einhorn & Hogarth, 1981; 
Jungermann, 1983; Lopes, 1988, Shanteau, 1989; and many others). 
Some of the original investigators have begun to emphasize meth­
odological and conceptual problems in th� j;�.search on biases, and have 
concluded that, at the very least, human shortcomings have been exag­
gerated at the expense of human capabilities (e.g., Kahneman & 
Tversky, 1982a; von Winterfeldt & Edwards, 1986). 

A focus on naturalistic decision making adds a new perspective to 
this debate, opening to question some of the basic assumptions of the 
decision bias research. For example, what is the actual impact (or lack 
of impact) of each bias in real-world domains? Can we predict when 
errors will be serious and when not? Does the dynamic and open-ended 
quality of real tasks, as opposed to laboratory tasks, help reduce the 
effects of biases? Are biases sometimes mitigated by task-specific 
knowledge? Do they sometimes occur as side effects of using knowl­
edge effectively? Do biases sometimes reflect a decision maker's 
capacity limitations or adaptations to the cost of information process­
ing? How are such costs measured, and how is such adaptation 
achieved? Finally, are we really sure what a decision-making "error" 
is? What conclusions fBllow if we look more closely at how people 
actually reason befOl·e fitting a normative model that says how they 
"ought" to reason? 

These questions are by no means settled. Nor is there any assurance 
that the answers, when they come, will support a more optimistic view 
of decision making; for example, errors may be worse rather than 
better in dynamic, open-ended environments. Nevertheless, these 
questions establish the need for research that is both carefully con­
trolled and representative of real-world decisions. It is surely worth­
while to consider seriously an alternative to the standard view, which, 
although not proven, is consistent with all the evidence we now have. 
According to this alternative picture, people tend to use decision­
making strategies that make effective use of their substantive knowledge 
and processing capacity; such strategies are generally subject to incre­
mental revision and improvement in dynamic environments; and the net 
result is performance that is usually adequate, though subject to im­
provement in specific respects. Such a picture, by exposing and 
challenging assumptions underlying the standard view, may be a 
fruitful stimulus to research that is both more valid and ultimately, 
more useful. Moreover, if this picture is true, even in part, decision 
aiding and training should be targeted at strengthening the decision 
maker's preferred approach to a problem rather than replacing it 
altogether. 

Our discussion of these topics is organized as follows. Section II of 
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this chapter will describe three alternative paradigms for viewing de­
cision biases-comparing the paradigms with 'respect to the types of 
normative and explanatory models they utilize, and the style of em­
pirical research they encourage. The next chapter will explore the 
"naturalistic paradigm" in more depth, discussing six challenges to the 
prevailing "rationalist" view of decision biases. These challenges em­
phasize the information-rich and dynamic character of the decision 
environment, the capacity limitations and knowledge of the decision 
maker, and the importance of cognitive and behavioral criteria in the 
selection of an appropriate normative benchmark: Taken together, 
these challenges lead to a more convincing and more useful, naturalis­
tic concept of decision bias. In Chapter 15, I turn finally to the implica­
tions of the naturalistic paradigm for decision aiding and training. 

II. A TALE OF THREE PARADIGMS 

Recent demonstrations of decision errors have been dramatic, but not 
because anyone had really thought that humans were perfectly ration­
al. Discrepancies between behavior and apparent normative con­
straints had been well known to an earlier generation of researchers. 
By the same token, recent researchers on biases have not painted an 
unremittingly gloomy picture. What happened may be best illUJIli­
nated by the metaphor of a paradigm shift (cf. Lopes, 1988): Research 
on decision biases has changed the way conflict between behavior and 
normative models is interpreted; it has also changed the character of 
psychological models, and the style of empirical research. New work 
may now be causing all of these to change once again. 

There are three basic paradigms, or filters, through which this sub­
ject may be viewed: the formal-empiricist paradigm, which preceded 
the research on biases as the standard approach to decision making; 
the rationalist paradigm, which has spawned most of the present con­
troversy; and the naturalistic paradigm, which is now emerging and, 
we argue, offers the most fruitful perspective. 

The Formal-Empiricist Paradigm 

Up to the late 1960s, researchers on decision making wanted their 
theories to do double duty: both to fit empirically observed behavior 
and to have normative plausibility. If behavior failed to fit a model, 
they did not condemn the behavior as "irrational"; instead, they re­
garded the model as inadequate-both to describe behavior and to 
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evaluate it (Barclay, Beach, & Braithwaite, 1971; Beach, Christensen­
Szalanski, & Barnes, 1987; Lee, 1971). The experimenter's task was to 
devise a new formal description of the anomalous behavior that 
brought out its good features-that provided a rationale. 

Paradoxes, in which carefully considered judgments or decisions 
clashed with a model, were occasions to question, and possibly to im­
prove, the model. According to a proposed normative rule for choice 
under uncertainty, for example, one should select the option that has 
the highest expected value. The expected value of an option is an aver­
age obtained by adding the payoffs associated with each possible out­
come, while weighing each outcome by its probability of occurrence. (If 
a lottery ticket pays $1000 to the winner, and there is a 1 in 10,000 
chance of winning, the expected value of the ticket is: (.0001) ($1000) 
+ (.9999) ($0) = $0.10; a rational decision maker, according to the 
expected-value rule, should be willing to pay no more than 10 cents for 
such a ticket.) 

Many features of ordinary behavior-such as purchasing insurance 
and gambling-are inconsistent with maximization of expected value. 
Instead of heralding these as decision biases, Bernoulli tried to make 
sense of them (focusing in particular on a famous problem called the 
St. Petersburg paradox). In 1738 he proposed replacing the objectiv,e 
measure of preference (e.g., money) with a subjective one (utility), and 
assumed that the utility of each additional dollar is smaller as the 
number of accumulated dollars increases. The same rule, with more 
elaborate assumptions about the way utility is related to dollars or 
other objective payoffs, is still used today to reconcile the normative 
model with ordinary intuitions and behavior. Upon such technical 
threads hangs the' rationality of an enormous set of everyday 
decisions. 

Although utility is subjective, probability might be defined objec­
tively, in terms of the relative frequency of an event (e.g., heads) in 
some sample space (e.g., a series of coin tosses). Yet people also find it 
meaningful to talk about, and make decisions that depend on, proba­
bilities of unique events; for example, "Bush will probably be re­
elected President." (Even the "objective" notion of probability seems to 
depend on judgment in selecting an appropriate sample space.) The 
next major step in the evolution of formal-empiricist models replaced 
frequency-based probabilities with subjective probabilities, or personal 
degrees of belief. As a price for accommodating unique events and 
individual differences in decision making, normative models could no 
longer dictate the content of a person's beliefs or preferences. 

What did normative models do? De Finetti (1937/1964) and Savage 
(1954) developed formal systems for merging subjective preferences 
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and subjective probabilities in a new normative rule, maximization of 
subjectively expected utility (SEU). This rule looks the same as maxim­
ization of expected value, except that subjective probabilities and util­
ities are substituted for objective probabilities and payoffs, respec­
tively. The surface similarity disguises an important difference, 
however. Unlike maximization of expected value, the SEU "rule" does 
not imply a procedure for decision making: Probabilities and utilities 
are defined by reference to a decision maker's choices among gambles; 
they do not guide such choices. There is no longer a rationale for 
starting with probabilities and preferences as inputs and deriving 
choices, or measures of the desirability of options, as outputs; the deci­
sion maker could just as well start with the desirability of an option 
and assess probabilities and utilities afterwards. What the SEU rule 
and the associated laws of probability do is specify consistency relation­
ships that probabilities and utilities (and the choices that define them) 
should satisfy. 

Savage and De Finetti successfully showed that behavior satisfying 
these consistency relationships had certain very general attractive fea­
tures, which they described in postulates or axioms: For example,judg­
ments about the probability of an event are the same regardless of 
changes in preference for that event (Savage's independence postulate). 
Conversely, de Finetti and Savage showed (by derivation of the SEU 
rule from such postulates) that, if you want your decisions to have the 
attractive features, then your judgments and decisions must satisfy 
the SEU rule and the laws of probability. 

Psychologists tested formal-empiricist models by asking subjects to 
make choices in sets of interrelated gambles that varied in their uncer­
tain events and payoffs (e.g., Davidson, Suppes, & Siegel, 1957). If a 
subject's choices were consistent with the SEU axioms, then utilities of 
the payoffs, and subjective probabilities of the events, could be said to 
exist and could be numerically defined for that subject. (For example, 
if a subject was indifferent between $.40 for sure and a gamble with a 
50-50 chance of winning $1.00, the utility of $.40 would be one-half 
the utility of $1.00 for that subject.) Experimental tests, however, typ­
ically showed deviations from the formal-empiricist predictions (e.g., 
Marks, 1951; Mosteller & Nogee, 1951; Swets, 1961; 'rversky, 1967). 
One conclusion, according to a review by Peterson and Beach (1967), 
was that humans were pretty good, but not perfect, "intuitive statisti­
cians." Another response was to continue to loosen the constraints 
imposed by models of decision making: for example, to introduce a 
notion of probabilistic choice (obeying a weaker set of axioms) in place 
of deterministic choice (Luce, 1959, 1977), or to include the variance 
among outcomes as an attribute affecting the desirability of a gamble 
(Allais, 1953). 
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Table 3. 1 .  Three Paradigms far Decision-Making Research 

Criteria of 
Normative 
Evaluation 

Style of 
Psychological 
Modeling 

Style of 
Empirical 
Observation 

Formal-Empiricist 
Paradigm 

Behavioral and 
Formal 

-----------------------

Formal 

------------- ----- -----

(a) Systematic 
Variation of 
Model Pa-
rameters 

(b) Artificial 
Tasks 

Rationalist 
Paradigm 

Formcil ' C)nly 

-------------------------

Cognitive-Eclectic 

-------------------------

(a) Demonstra-
tions of For-

mal Errors 
(b) Simplified 

" Real World" 
Tasks 

Naturalistic 
Paradigm 

Behavioral. 
Cognitive. and 
Formal 

-------------------------

Cognirive-
Integrated? 

------------------------

(a) Study of Deci-
sion Processes 
and Out-
comes 

(b) Complex 
Real-World 
Tasks 

The fonnal-empiricist paradigm focussed on behavioral testing of 
formal models, not on the cognitive processes actually underlying deci­
sions. Little effort, for example, was made to collect concurrent think­
aloud protocols from subjects as they made decisions, to interview 
them afterwards about the reasons for their choices, or even to vary 
parameters that might affect performance but which were not in the 
fonnal model. The models themselves, as already noted, impose math­
ematical consistency constraints on a subject's judgments and prefer­
ences, but make no reference to actual psychological steps or represen­
tations. Not surprisingly, then, some psychologists have questioned the 
cognitive plausibility of SEU even in cases where it fits behavior. 
Lopes (1983; Schneider & Lopes, 1985), for example, has argued that 
real decision makers are less concerned with an option's average out­
come than with the outcomes that are most likely to occur. 

In sum (as shown in the first column of Table 3.1), the formal­
empiricist paradigm: (a) allowed human intuition and perfonnance to 
drive nonnative theorizing, along with more fonnal, axiomatic consid­
erations; (b) used the resulting normative theories as descriptive ac­
counts of decision-making performance; and (c) tested and refined the 
descriptive/normative models by means of systematic variation of 
model parameters in artificial tasks. 



44 Cohen 

The Rationalist Paradigm 

Since Plato and earlier, "rationalist" philosophers have found ordinary 
reasoning riddled with flaws, and held out the promise of a more 
rigorous method for establishing the truth. At least since Descartes, 
the preferred method has involved replacing intuitive leaps of thought 
by short, logically self-evident steps. Both of these elements-the dis­
paragement of ordinary reasoning and the promotion of a more valid 
methods-have flourished, somewhat independently, in the last 20 
years. 

Decision analysis has "come of age" as a body of techniques for 
applying decision theory in management consulting (Ulvila & Brown, 
1982). In contrast to the purely formal constraints of decision theory, 
decision analysis specifies procedures: for example, Bayesian in­
ference (for drawing conclusions or making forecasts based on in­
complete or unreliable evidence), decision tree analysis (for choices 
with uncertain outcomes), and multiattribute utility analysis (for 
choices with multiple competing criteria of evaluation) (see Brown, 
Kahr, & Peterson, 1974; Keeney & Raiffa, 1976; Raiffa, 1968). The 
prescribed problem-solving strategy is to decompose a problem into 
elements, to have appropriate experts or decision makers subjectively 
assess probabilities and/or utilities for the components, and then to 
recombine them by the appropriate mathematical rule. 

The prevailing concept of decision biases emphasizes the other side 
of rationalism: errors in unaided decision making. Errors have now 
taken on a more dramatic and important role than in previous re­
search. Underlying this change was a paradigm shift in the relation­
ship between normative and descriptive theorizing. The rationalist 
paradigm takes decision theory as a norm that is fully justified by its 
formal properties (i.e., the postulates that entail it), not by its fit to the 
way people in fact make decisions; rationalism attributes discrepan­
cies between behavior and a model to the irrationality of decision 
makers, not to flaws in the model. 

What motivated the change in attitude toward normative theories? 
According to Kahneman and Tversky (l982a), the goal of their work 
was to make the psychology of decision making more cognitive. The 
formal-empiricist paradigm had combined normative and descriptive 
functions in the same formal models; the rationalist paradigm sepa­
rates the functions of (cognitively) describing or explaining behavior 
and (formally) evaluating it. To make their case for a cognitive ap­
proach to explanation, however, Kahneman, Tversky, and other re­
searchers had to do more than show divergence between the normative 
model and actual decisions: after all, in the formal-empiricist para-

J 
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digm a model could always be revised. Decision bias researchers fore­
closed this possibility by promoting a picture of normative theory as a 
fixed benchmark, immune to. descriptive influence. The emphasis on 
human irrationality was a by-product. 

Part of the appeal of rationalist research has been its use of easily 
understood demonstrations of errors. Everyday problems replaced ar­
tificial choices about lotteries; systematic variation of model parame­
ters gave way to the less tedious presentation of a few simple variants 
of the same problem, sufficient to demonstrate inconsistency, though 
not to fit a model (Lopes, 1988). Readers can thus confirm conclusions 
about "biases" by checking their own intuitions. Nevertheless, the re­
alism of these experiments is limited. Stimuli, although ostensibly 
drawn from real life, typically involve unfamiliar situations briefly 
described to college or high school students; moreover, they are usually 
prestructured and prequantified, and involve a single response to a 
static rather than an unfolding situation: that is, the problems specify 
numerical frequencies, probabilities, and/or payoffs, and subjects are 
asked to make one-time decisions about explicitly identified hypoth­
eses or options. 

Consider the following problem, used to demonstrate base rate ne­
glect by Tversky and Kahneman (1980, p. 162): 

A cab was involved in a hit-and-run accident at night. '!\vo cab com­
panies, the Green and the Blue, operate in the city. You are given the 
following data: 
(i) 85% of the cabs in the city are Green and 15% are Blue; 
(ii) A witness identified the cab as a Blue cab. The court tested his ability 
to identify cabs under the appropriate visibility conditions. When pre­
sented with a sample of cabs (half of which were Blue and half of which 
were Green) the witness made correct identification in 80% of the cases 
and erred in 20% of the cases. 
Question: What is the probability that the cab involved in the accident 
was Blue rather than Green? 

According to Tversky and Kahneman, the probability that the 
guilty cab is Blue is computed from Bayes' Rule as follows: 

(.15)(.80) I «.15)(.80) + (.85)(.20» = .41 

where .15 is the base rate of Blue cabs, and .85 is the base rate of 
Green cabs. The base rates in this case strongly favor Green and 
should outweigh the witness's testimony that the cab was Blue. Most 
subjects, however, inferred the probability of Blue to be at or near .80, 
apparently ignoring base rates. In a different variant of the problem, 
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however, when the witness (item ii) was omitted from the problem, 
subjects did use base rates. Subjects also paid more attention to base 
rates when (i) was replaced by a more "causally relevant" base rate, 
the frequency of accidents attributed to Blue and Green cabs. 

It is perhaps no surprise that in such experiments unaided human 
decision making has been found wanting. Biases have been observed in 
virtually every context that a statistician could imagine, including: 

Assessment of probabilities-
• overconfidence in estimating probabilities of simple events, 
• overconfidence in estimating probability distributions for 

quantities, 
• reliance on ease of recall or generation (i.e., availability) in estima­

ting frequencies of events in a class, 
• overestimating, after an event has actually occurred, the proba­

bility that would have been assessed for the event before it occurred 
(hindsight bias), 

• relying on theoretical preconceptions rather than data in estima­
ting correlations between events (illusory correlation); 

Inference-
• disregarding prior statistical information in responding to a single 

piece of evidence (base rate neglect), 
• disregarding or discounting evidence that conflicts with a prior hy­

pothesis (belief bias), 
• confirmation bias in selecting observations to test a hypothesis; 
• failing to update belief sufficiently in the light of new evidence (the 

conservatism bias), 
• disregarding sources of uncertainty: acting "as if'" earlier conclu­

sions were known with certainty when reasoning proceeds in stages; 
adopting the most likely hypothesis as a "best guess," 

• ignoring sample size in assessing the accuracy of estimates or the 
probability of a sample, 

• overestimating the probabilities of compound events (the conjunc-
tion fallacy), 

. 

• mistaken conceptions of randomness in estimating the probabilities 
of chance sequences of events: overestimating the probability of 
sequences with many alternations and representative proportions, 

• overextreme predictions (neglecting regression to the mean) when 
predicting one quantity based on its correlation with another 
quantity, 

1 
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Choice-
• effect on decisions of changes in the reference point for describing 

simple outcomes: for example, risk aversion if outcomes are de­
scribed as gains, risk seeking if the same outcomes are described as 
losses, � /  

• effect on decisions of how multiple events are grouped together and 
associated with options as their outcomes ("psychological 
accounts"), 

• effect on decisions of ignorance regarding true probabilities; resort 
to "worst-case" or "best-case" strategies in defining outcomes 
(Ellsberg's paradox), 

• a greater effect on preference of reducing the probability of an 
outcome by a given ratio when the outcome was certain, than when 
it was not certain (the certainty effect, or common ratio effect), 

• effect on decisions of how outcomes are sequenced in time; evaluat­
ing outcomes as if earlier, uncertain contingencies were known to 
occur (the pseudo-certainty effect), 

• effect on decisions of changes in the payoff for an outcome that is 
the same regardless of which option is chosen (Allais' paradox, or 
the common consequence effect). 

We will touch on some of these errors in the discussions that follow; 
reviews can be found in Einhorn and Hogarth (1981); Hogarth and 
Makridakis (1981); Slovic, Fischhoff, and Lichtenstein (1977); 
Smithson (1988); Tversky and Kahneman (1974). 

At the deepest level, biases are violations of consistency constraints 
imposed by probability theory or decision theory. (Even in the case of 
assessment biases, such as overconfidence and availability, agreement 
with empirical frequencies is relevant only if it is expected according 
to the formal theory.) For example, in one condition of the cab study 
(when the witness's testimony was included), subjects regarded base 
rates as irrelevant, while in another condition (when the witness was 
omitted), they regarded the same base rate data as relevant. In this 
example, as in many others, the formal equivalence between condi­
tions is implicit, resting on the experimenter's assumptions about the 
subjects' other beliefs andlor preferences (e.g., that frequency data do 
not become less relevant due to the presence or absence of a witness). 

From an explanatory point of view, however, biases have been at­
tributed to any of a rather large number of cognitive processes. Base 
rate neglect, for example, is explained in the cab problem by prefer­
ence for information that can be interpreted causally (Tversky & Ka­
hneman, 1982). In other cases the same formal error (base rate neglect) 



48 Cohen 

is explained by the tendency to assess probabilities in terms of "repre­
sentativeness," or the similarity of a sample to its population (TVersky 
& Kahneman, 1982). Other explanatory hypotheses (which we have 
already alluded to) include availability (assessing the probability of a 
class by the ease of recalling or generating instances), anchoring and 
adjustment (beginning the estimation process with a salient anchor 
point and insufficiently adjusting it to allow for other factors), and 
representation processes that distort the decision maker's use of proba­
bilities and payoffs in choice problems (Kahneman & Tversky's "Pros­
pect Theory," 1979). 

Rationalist experiments, unlike formal-empiricist ones, often study 
factors not contained in the normative model: one example is the com­
parison of a "causally relevant" base rate with a "statistical" one in the 
base rate neglect study. Such manipulations expose additional reason­
ing errors (when the manipulated variable has an effect even though it 
should not) and also help test hypotheses about the cognitive processes 
underlying performance (e.g., the reliance on causal problem represen­
tations). Nevertheless, such manipulations fall far short of a systemat­
ic investigation of cognitive mechanisms. The primary goal of the ex­
periments is simply to compare rival hypotheses of normatively 
"correct" versus "incorrect" behavior. As in formal-empiricist experi­
mentation, there has been virtually no effort to explore cognitive pro­
cesses more directly-by means of verbal protocols, interviews, or oth­
er process-tracing techniques (e.g., eye-movements or information 
requests). 

The result, ironically, has been a failure by the rationalist paradigm 
to successfully integrate decision making research with the rest of 
cognitive psychology. Attention has focussed on classification of an 
ever-growing array of biases, defined negatively as deviations from 
"the" normative theory (Anderson, 1986); there has been insufficient 
effort to test alternative psychological explanations (Shanteau, 1989), 
to systematically study how and when the postulated heuristics and 
representation processes occur (Fischhoff, 1983), or to develop underly­
ing theoretical principles and links with other areas of psychology 
such as problem solving and learning (Wallsten, 1983). 

The rationalist paradigm promoted a desirable transition to cog­
nitively oriented theories of performance by adopting a less desirable 
tactic: creating a rigid normative concept as a straw man, and design­
ing experiments that often do little more than discredit the straw man. 
In sum (as shown in the second column of Tsble 3.1), the rationalist 
paradigm (a) adopts a static and purely formal view of normative 
standards, (b) gives an explanatory account of reasoning in terms of a 
diverse set of unrelated cognitive mechanisms, and (c) experimentally 
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demonstrates errors with prestructured and prequantified "real-life" 
stimuli. 

The Naturalistic Paradigm 

The argument of this book is that a third paradigm is now emerging, 
distinguished from both the formal'empiricist and the rationalist par­
adigms by a more pronounced concern for decision making in realistic, 
dynamic, and complex environments (see Chapter 1), and the adoption 
of research methodologies that focus more directly on decision pro­
cesses, as well as their real-world outcomes (see Woods, this volume). In 
this section and in the next chapter, I will explore the implications of 
that new paradigm for the notion of decision-making "error." 

The naturalistic point of view involves more than simply looking for 
the same biases and heuristics in realistic settings. From the natu­
ralistic perspective, an unquestioning acceptance of the relevance of 
classical normative standards is untenable, because real-world deci­
sion makers appear to use qualitatively different types of cognitive 
processes and representations. If these decisions are to be evaluated, 
other standards may often be appropriate. The new paradigm thus 
breaks the spell of classical probability/decision theory. Research is 
not tethered to it either as an explanatory model (the formal­
empiricist paradigm) or as a straw man (the rationalist paradigm). 

The naturalistic paradigm agrees with the rationalist approach (and 
differs from the formal-empiricist approach) in its explanatory empha­
sis on cognitive representations and processes. But it gets there with­
out reliance on the tactic of looking for human irrationality under 
every behavioral stone. Formal models fail, not because people irra­
tionally violate them (as the rationalists argue), but because the mod­
els themselves do not capture the adaptive characteristics of real-world 
behavior. By focusing on the way people actually handle complex en­
vironments, the naturalistic paradigm illuminates the functions that 
cognitive processes serve. As a result, it stands a better chance of 
developing a successful and coherent set of explanatory models. One 
by-product is a decreased emphasis on relatively ad hoc cognitive pro­
cedures, like heuristics, and more focus on an integrated picture of 
how knowledge structures are created and adjusted in dynamic 
environments. 

The naturalistic point of view does not wholly banish the idea that 
errors occur when people make decisions-or even the idea that those 
errors are systematic: Everything "natural" is not good. In many re­
spects, decision making in naturalistic settings is surely more difficult 
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than in laboratory tasks (e.g., options, hypotheses, goals, and uncer­
tainties may all be unspecified), and there is still a need to both evalu­
ate and improve performance. The notion of a decision bias may yet 
prove useful in both respects. From the naturalistic perspective, how­
ever, evaluation of reasoning is more subtle and demanding: no longer 
a cookie-cutter comparison between performance and an unquestioned 
normative template. In the naturalistic framework, the reciprocity 
between normative and descriptive concerns that characterized the 
formal-empiricist approach can be retained-and even expanded-if 
cognitive as well as behavioral criteria are incorporated into normative 
modeling. Normative theories are intellectual tools whose justification 
depends in part on how well they fit a particular decision maker's 
goals, knowledge, and capabilities in the task at hand (cf. Shafer & 
Tversky, 1988); they are products of a negotiation between competing 
sets of intuitions about specific problems, general principles, and cog­
nitively plausible methods. 

We suspect that decision biases have not been satisfactorily identi­
fied, described, or explained within the prevailing rationalist ap­
proach. If errors are perceived where they do not exist and if other, 
perhaps more important types of error are overlooked, then decision 
aiding and training cannot hope to be effective or accepted. The natu­
ralistic paradigm may cause us to see decision-making errors in a new 
light. 

KEY POINTS 

• Traditional research in decision making was derived from two para­
digms: formalist-empiricist and rationalist. 

• While neither paradigm has successfully described decision making 
in real settings, each paradigm offers a perspective worth retaining. 

• While the formal empiricist paradigm tailored formal models to fit 
decision behavior, the rationalist paradigm uses formal models to 
critique decision behavior. 

• The naturalistic paradigm rejects a purely formal approach, wheth­
er for describing or for evaluating decisions. 

• The nature of errors that people make in real settings is different 
from the biases described by rationalist research. People are not 
hopelessly irrational. 

• Naturalistic decision making research stands a better chance of 
producing a coherent set of explanatory models of decision making 
in ill-understood, novel, and changing task environments. 

, 

J 



Chapter 4 

The Naturalistic Basis of Decision Biases 

Marvin S. Cohen 
Cognitive Technologies, Inc. 
Arlington, VA 

Research within the rationalist paradigm has thrown a spotlight on 
decision·making errors. But if the rationalist understanding of deci­
sion errors is inadequate, as I claimed in Chapter 3, what can we put in 
its place? A convenient strategy is to break down the rationalist argu­
ment and examine the assumptions that seem most questionable from 
the naturalistic point of view. Out of this discussion, a new, naturalis­
tic notion of decision bias will emerge. 

The rationalist paradigm starts with the claim that unaided deci­
sions are often formally inconsistent, and draws two conclusions. The 
rationalist argues, first, that the decision processes that predictably 
lead to such decisions are flawed. From the same premise, the rational­
ist also. concludes (at least implicitly) that the outcomes to which such 
decisions lead will be undesirable. Both of these conclusions, as well as 
the original premise of formal inconsistency, can and have been chal­
lenged. Each of them, I will argue, disregards important characteris­
tics of real-world environments, real-world decision makers, and real­
world tasks. 

Rationalist claim: Inconsistent decisions lead to undesirable 
outcomes. 
• Challenge (1): A desirable overall outcome can be achieved 

in real-world problem domains, even though some individu­
al decisions have undesirable outcomes. 

• Challenge (2): Real-world environments facilitate desirable 
outcomes from individual decisions. 

Rationalist claim: Decision processes are flawed because they 
lead to inconsistent decisions. 
• Challenge (3): The inconsistency of decisions is mitigated 
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by the benefits of using the decision maker's real-world 
knowledge. 

• Challenge (4): Constraints on the decision maker's informatWn­
processing capacity justify use of non-Bayesian procedures. 

Rationalist claim: Decisions are often formally inconsistent. 
• Challenge (5): There are alternative Bayesian models that 

better capture the subject's understanding of specific tasks. 
• Challenge (6): There are alternative, non-Bayesian norma­

tive concepts that justify the decision maker's way of ap­
proaching specific tasks. 

Such challenges are not mutually exclusive. They vary, however, in 
where they draw the line against rationalist pessimism: that is, at 
outcomes [Challenges (1) and (2)); more aggressively, at the decision 
processes that lead to the outcomes [Challenges (3) and (4)]; or, more 
aggressively still, at the very notion of an inconsistent decision [Chal­
lenges (5) and (6)]. 

Challenges (1) and (2) focus on the failure of the rationalist re­
search to take account of the effects of decisions in real-world envi­
ronments. By themselves, (1) and (2) do not challenge the rationalist 
paradigm very profoundly: They agree that decisions are often incon­
sistent, and that decision processes are therefore biased, but ask only 
how much it really matters in real task domains or in specific tasks. 
Challenges (3) and (4) go further; they focus on the failure of rational­
ist research to take full account of the "internal environment" with 
which the decision maker must deal. Decision processes may be justi­
fied, even though they sometimes produce inconsistent decisions be­
cause they reflect effective use of the decision maker's knowledge or 
efficient rationing of her cognitive effort. Challenges (5) and (6) crit­
icize the rationalist approach for disregarding or misunderstanding 
important elements of the decision task, from the point of view of the 
decision maker. Appropriate modeling of the decision maker's beliefs 
and preferences concerning a task, whether within a Bayesian or non­
Bayesian framework, shows that decisions are not flawed even in the 
narrowest sense. Challenge (6) questions the underlying relationship 
between descriptive and normative concerns that has been central to 
the rationalist paradigm. 

The naturalistic paradigm criticizes the rationalist concept of deci­
sion error, but it also proposes a replacement. Each challenge (except 5) 
is associated with a new concept of how decision making can go wrong, 
which is more plausible and ultimately more relevant to decision aid­
ing and training than the rationalistic emphasis on formal inconsis­
tency. Successful decision making does not require a logically complete 
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formal model of every problem; what it does require is the ability to 
adapt: to focus attention where one's knowledge will have the most 
impact, and to adjust to new information, environmental changes, and 
shortcomings that may appear in. one's p�o,blem-solving approach. I 
will try to pull together the threads of these concepts into the outline of 
an alternative, naturalistic synthesis: at the descriptive/explanatory 
level, a set of recognition processes and metacognitive strategies that 
manage the deployment of knowledge and capacity in evolving situa­
tions [Challenges (1), (2), (3), and (4)]; at the normative level [Chal­
lenges (5) and (6)], a process of assumption-based reasoning which 
accommodates the effort by decision makers to extend their knowledge 
into ill-understood, novel, and changing task environments. 

I. DO INCONSISTENT DECISIONS LEAD 
TO BAD OUTCOMES? 

Challenge (1): A desirable overall outcome can be achieved in 
real-world problem domains even though some individual 
decisions have undesirable outcomes. 

Challenge (1) looks at the overall level of achievement of goals in a 
task domain, and concludes that the rationalist paradigm has over­
stated the frequency and the importance of biases: They are rare and, 
on average, inconsequential (Christensen-Szalanski, 1986). There are 
both (a) methodological and (b) formal arguments for this 'Conclusion. 

Variant (a): Methodological. In most research on biases, stimuli 
are not selected randomly, but are designed to maximize the chance of 
detecting suboptimal processes (Lopes, 1988). The answer given by an 
experimental subject to a problem nearly always points unam­
biguously to either the normatively correct decision process or to a 
heuristic. Such studies are efficient but biased: that is, they will be 
systematically nonrepresentative of domains in which heuristics and 
normative methods generally give the same answers. Subjects are also 
selected nonrandomly (i.e., they are typically students) and do not 
represent the range of experience ordinarily found in a domain. In 
addition, the use of between-subjects designs makes it unclear whether 
any individual subject actually shows the bias under study (Fischhoff, 
Slovic, & Lichtenstein, 1979; Scholz, 1987). 

Another consequence of the rationalist effort to demonstrate errors 
has been stress on the statistical significance of effects rather than on 
their size, measured on some meaningful scale. Christensen-Szalanski 
(1986) has argued that researchers should provide domain-specific 
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measures of the importance of a bias, and estimates of its prevalence 
in a domain. He cites the example of an impressive cluster of biases 
discovered in medical diagnosis, whose opportunities for occurrence 
turned out to be "embarrassingly small" and whose effects on treat­
ment choices when they did occur were found to be negligible. Yates 
(1982; Centor, Dalton, and Yates, 1984) concluded empirically that 
overconfidence errors in estimating the probabilities of events were of 
little practical consequence. Even if biases occasionally cause large 
errors, they may reflect a reasonable tradeoff among goals in a task 
domain. For example, Klein (1989b) speculates that the ''belief bias" 
may be a by-product of efficient expectancy-based processing that in­
creases speed of response at the cost of errors in a minority of tasks. 

Biases may also seem more frequent than they are because of the 
way in which findings are cited. Christensen-Szalanski and Beach 
(1984) found that studies reporting poor performance were cited pref­
erentially in the social sciences literature over studies reporting good 
performance. Moreover, researchers in other fields (e.g., behavioral 
auditing; Shanteau, 1989) have tended to accept the "heuristics and 
biases" framework even when it provides only a poor fit to their own 
data. 

Variant (b): Formal. In fact, there are theoretical reasons to expect 
that suboptimal strategies and normative models often agree in their 
outcomes. Von Winterfeldt and Edwards (1973) showed that it is annec- . 
essary to be very precise or accurate in the estimation of parameters 
(e.g., importance weights) for many normative models; large errors 
will have a negligible effect on the decision maker's expected payoffs. 
Similarly, Dawes and Corrigan (1974) showed that simply counting the 
attributes or variables in a linear model is virtually as good, on aver­
age, as using the normatively correct weights. Moreover, simple linear 
models are robust enough to accurately describe many nonlinear pro­
cesses (Da�es, 1979; Goldberg, 1968). When there is random error in 
the assessment of parameters, simple but incorrect linear models can 
actually outperform complex models that correctly describe interde­
pendencies among variables (Makridakis & Hibon, 1979; unpublished 
research by Paul Lehner, personal communication, 1990). Thorngate 
(1980) showed with a Monte Carlo simulation that ''biased'' choice 
strategies can often select the same alternative as the Bayesian model, 
even when the biased strategies omit significant amounts of informa­
tion. Large errors may occur, on the other hand, when important vari­
ables are omitted (Dawes & Corrigan, 1974) or if information is not 
utilized to eliminate grossly inadequate alternatives (von Winterfeldt 
& Edwards, 1975). These results suggest that using "optimal" pro­
cedures and accurately assessing parameters for them may be less 
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important in successful performance than gross knowledge of what 
factors are relevant. 

Even more critically, it is possible to anticipate the conditions under 
which suboptimal strategies will lead to bad results. For example, 
Payne, Bettman, and Johnson (1989) founiftb:at simply counting favor­
able aspects or outcomes of an option is not a bad strategy when as­
pects or outcomes do not differ much in importance or probability: for 
example, house A is better located and has more rooms, house B is less 
expensive and prettier and available sooner; since house B has more 
advantages, choose house B. But elimination-by-aspects (which screens 
options by the more important aspects or more probable outcomes first) 
is a better approximation to normative methods when aspects or out­
comes do differ significantly. Elimination-by-aspects rejects options 
that do not achieve cutoffs or aspiration levels on various dimensions 
(e.g., not enough rooms, not pretty enough, too expensive, etc.); it does 
not consider how much the decision maker would be prepared to give 
up on one dimension (e.g., cost) in order to gain a certain amount on 
another dimension (e.g., more rooms). Elimination-by-aspects in turn 
works well unless tradeoffs are crucial; that is, it is significantly sub­
optimal only when there are options that just miss achieving a goal on 
one dimension but that are outstanding in other respects. 

This ability to pinpoint the undesirable outcomes to be expected and 
their conditions of occurrence for different strategies has an important 
implication for decision aiding and training: it opens the possibility of 
helping decision makers avoid the specific pitfalls that are associated 
with their preferred problem-solving method, rather than forcing 
them to radically alter the method itself. The very fact of using a 
nonnormative decision strategy can no longer be regarded as an 
"error"; the failure to compensate for its known shortcomings can be. 

Challenge (2): Real-world task environments facilitate 
desirable outcomes from suboptimal decisions. 

Still more optimistically, Challenge (2) argues that apparently subop­
timal decision processes lead to desirable outcomes even in a single 
task, if we adopt a bigger picture of the task environment. Real-life 
tasks are not the "snapshot" decisions studied in the laboratory 
(Hogarth, 1981). Rather, "decisions" are typically (a) made in 
information-rich environments, for example, they are stretched out in 
time, with redundant cues, incremental stages of commitment, feed­
back from earlier actions, and shared responsibility; (b) the underlying 
circumstances of the task may themselves be changing; and (c) im-
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portant consequences of the decision maker's actions may only be ap­
parent over long time periods. The overall process may be unbiased, 
even though small time-windows are not. 

Variant (a): Information richness. Many biases appear to reduce 
the amount of information utilized by the decision maker, or to reduce 
the impact of the information that the decision maker does use. Such 
biases would be exacerbated in a spare laboratory environment (where 
each cue is essential) and attenuated in an information-rich, highly 
redundant real-world environment (Einhorn, Kleinmuntz, & Klein­
muntz, 1979; Hoch & Tschirgi, 1983; Wright & Murphy, 1984). These 
considerations apply to biases in inference, multiattribute choice, and 
planning. 

In the case of inference, two biases, conservatism (Edwards, 1968) 
and the belief bias (e.g., Thlcott, Marvin, & Lehner, 1987), both involve 
a failure to update beliefs based on the full normative impact of new 
evidence. But in dynamic environments they may reflect an approach 
to belief revision that relies on feedback from initial guesses, addition­
al redundant clues, and opportunities for subsequent correction. 
Tversky and Kahneman (1974) regard the anchoring and adjustment 
heuristic as a source of bias due to insufficient adjustment. But in a 
continuous environment, iterated adjustments may move assessments 
progressively closer to the normative target (Lindblom, 1959). Sim­
ilarly, the availability heuristic may involve taking initial direction 
from the cues that first come to mind (i.e., instances of a class that are 
easily recalled) and adjusting later when other cues are encountered 
(Hogarth, 1981). In organizations, the effects of multiple players and 
multiple constituencies may offset the effects of individual errors in a 
similar manner (Lindblom, 1959). 

In choice, elimination-by-aspects can be thought of as a failure to 
evaluate options based on the full normative implications of one's pref­
erences. The decision analytic technique called multiattribute utility 
theory (Keeney & Raiffa, 1976) requires the up-front development of a 
full numerical model, incorporating precise tradeoffs among different 
criteria, and its application in one fell swoop to all options. 
Elimination-by-aspects, however, evaluates options by th.eir perfor­
mance on individual goals, without reference to tradeoffs. Similarly, 
Simon (1955) described another heuristic strategy called satisficing, in 
which decision makers set goals on a few relevant dimensions and 
accept the first option they find that is satisfactory on them all. The 
apparent disadvantages of elimination-by-aspects and satisficing are: 
(a) no option may survive on all criteria, or (b) too many options may 
survive. In a dynamic environment, however, decision makers can ad­
just their goals as they encounter options, raising aspirations if they 
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find it easy to discover satisfactory alternatives and lowering aspira­
tions if they find it difficult (Simon, 1955). Such dynamic adjustments 
constitute a form of learning about preferences that is analogous to the 
learning about evidence discussed in the previous paragraph. From a 
rationalist point of view, it may violate Savage's postulate' on the inde­
pendence of beliefs and utilities, but it may nonetheless produce highly 
adaptive results. 

Finally, decision makers seldom stop to plan out all their options 
and all the contingencies that might befall them; in short, they fail to 
make full "normative" use of all the available information about op­
tions and future outcomes. Fortunately, as Connolly and Wagner 
(1988) point out, only a few decisions (e.g., having a child, waging 
nuclear war, committing suicide) require once-and-for-all, nonrevers­
ible commitment; more typically, tentative actions are possible, errors 
can be corrected, choices do not entirely close off other options, and 
what has been accomplished along one path might even be useful if 
one changes direction. In these latter cases (e.g., choosing a career, 
courting a potential mate, hiring a new employee, adopting a foreign 
policy), a full-scale analysis of all options, including the probability 
and desirability of each possible outcome, may be less successful than a 
more exploratory approach. 

There is no guarantee, however, that an incremental approach will 
always be successful-in inference, choice, or planning. Incremental 
commitment has its own dangers, for example, that irreversibility will 
creep in without being noticed (Brown, 1989b), that "good money will 
be thrown after bad," or that feedback will be ineffective (Einhorn, 
1980). Nevertheless, the availability of successful incremental strat­
egies in dynamic environments once again forces a revision in the 
notion of a decision-making error. The failure to fully model a problem 
beforehand is not per se an error; what is an error, though, is failing to 
incrementally improve one's understanding of relevant beliefs, prefer­
ences, and options as the problem evolves. 

Variant (b): Change in the world. Variant (a) emphasizes the op­
portunity, in continuous problem environments, to learn about a world 
that is assumed to be fixed while we learn about it. Another important 
aspect of continuous environments is the possibility of change in the 
underlying processes that we are trying to learn about. The possibility 
of change increases the adaptiveness of strategies that do not imme­
diately make full normative use of evidence, current goals, or avail­
able options and contingencies. Biases that appear to involve insuffi­
cient reaction to new evidence may serve the decision maker well in 
the face of possible real-world changes that affect the reliability of 
evidence and its significance. In choice, shiftable reference points and 
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aspiration levels may help decision makers cope with changes in the 
real-world conditions that determine what can be achieved by an ac­
tion (Hogarth, 1981). Contingency plans that try to anticipate every 
possible change tend to be either unmanageably complex or un­
realistically oversimplified (Brown, 1989b); overplanning can suppress 
the variability that is necessary for learning, and the ability to inno­
vate if the unexpected occurs. In all three cases, a strategy of tentative, 
incremental commitment, improvising in the face of the unexpected, 
may work better. 

Variant (c): Long-term consequences. Static laboratory studies 
preclude the observation of long-term consequences that may arise 
from real-world decisions. Anderson (1986) and others, for example, 
have noted the social advantages of overconfidence in one's ability to 
control events. Tribe (1971) has argued that explicit quantification of 
the probability of a defendant's guilt or innocence during a trial may 
eventually undermine society's confidence in the judicial process. In ' 
still other contexts, formal inconsistencies in judgments and decisions 
may involve processes of trial and error that help decision makers 
determine what cues are important and what strategies will work 
(Hogarth, 1981). Inconsistency may have other adaptive consequences, 
too: for example, to promote unpredictability of one's own behavior in 
competitive situations. 

II. ARE DECISION PROCESSES FLAWED BECAUSE 
THEY PRODUCE INCONSISTENT DECISIONS? 

Challenge (3): The inconsistency of decisions is mitigated 
by the benefits of using the decision maker's 
real-world knowledge. 

This challenge is more optimistic still: real-world task environments 
need no longer come to the rescue of flawed decision processes. Deci­
sion processes lead to adaptive decisions, because they draw on 
decision-maker knowledge. There are (at least) four variants of this 
challenge: (a) People are more likely to be normatively consistent in 
tasks with which they are familiar or expert; (b) people are more likely 
to be normatively consistent when they have been explicitly trained in 
the use of appropriate general-purpose intellectual tools, such as deci­
sion analysis; (c) applying knowledge or expertise to a task is fre­
quently associated with nonnormative behavior, but the contribution 
of domain-specific knowledge to the quality of decisions offsets the 
effects of normative inconsistency; and (d) people do not use normative 
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procedures because such procedures demand types of knowledge that 
people often do not have. According to (a) and (b), special-purpose or 
general-purpose knowledge, respectively, causes people to adopt nor­
matively correct procedures; according to (c) and (d), the appropriate 
handling of knowledge and/or ignorance" is'what makes people adopt 
nonnormative (but justified) procedures. All four variants, however, 
reject the idea of universal, pure decision processes, which operate in 
the same way in the real world and the laboratory, independent of 
what people know. 

Variant (a): Domain-specific knowledge reduces biases. A 
number of researchers have supported the idea that decision-making 
knowledge is embodied in special-purpose packages, such as schemas, 
frames, or scripts (e.g., Minsky, 1975; Schank & Abelson, 1977). On 
this view, there is no general cognitive machinery that ensures con­
sistency with respect to probability theory (or logic or any other nor­
mative standard). Rather, there are a large number of specialized 
structures that, most of the time, happen to produce normatively con­
sistent performance. An experimental task that uses artificial mate­
rials, even if it seems formally identical to a corresponding real-life 
task, may fail to elicit an appropriate knowledge package (Simon & 
Hayes, 1976); hence, performance may be qualitatively different and, 
perhaps, defective. Even more strikingly, Ebbesen and Konecni (1980) 
showed how performance by experienced decision makers could be dra­
matically different in a simulated laboratory version of a task and in 
the real world. 

Some support for the idea that normative consistency depends on 
domain-specific knowledge has come in the area of logical reasoning. 
Wason (1968) showed subjects four cards, which (they were told) had a 
letter on one side and a numeral on the other. Subjects were asked to 
test rules of the form, "If a card has a vowel on one side, then it has an 
even number on the other." For example, if the four cards showed an A, 
B,  4, and 7, logic, according to Wason, dictates that subjects select the 
cards with A and 7 -since rules of the form If-p-then-q are false only 
if p is true and q is false. Nevertheless, most subjects turned over the 
cards with A and 4. Wason interpreted this as a confirmation bias: 
choosing to collect information that can only confirm rather than dis­
confirm a hypothesis. The card showing 4 cannot disconfirm the rule 
regardless of what is on the other side; the card showing 7 (which the 
subjects neglected) could disconfirm the rule if its other side had an A. 
This bias, however, seemed to disappear when concrete materials were 
substituted for the meaningless letters and numbers; in a study by 
Johnson-Laird, Legrenzi, and Legrenzi (1972) subjects correctly tested 
rules such as "If an envelope is addressed on one side, it must be 
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stamped on the other." Cheng and Holyoak (1985) argued that valid 
performance does not depend on the familiarity of the stimuli as such, 
but on the ability of the subjects to apply learned relationships, called 
pragmatic reasoning schemas, such as those associated with obligation, 
permission, or causality. 

The notion that people are less "biased" in familiar tasks has been 
tested elsewhere, with mixed results. For example, an effect of using 
between-subjects designs is that individual subjects are never able to 
become familiar with a task. When studies on base rate neglect and on 
the effects of sample size were replicated using a within-subjects de­
sign instead of a between-subjects design, the bias was reduced, pre­
sumably because the salience of relevant variables was heightened for 
individual subjects who experienced all conditions (Fischhoff et aI., 
1979; Birnbaum & Mellers, 1983; Leon & Anderson, 1974). Base rate 
neglect is also reduced when subjects experience actual events instead 
of being given statistical summaries (Nisbett, Borgida, Crandall, & 
Reed, 1976). May (1986) provides an empirical and theoretical analysis 
that attributes overconfidence in probability estimates to substantive 
ignorance regarding specific items, rather than to an abstract short­
coming in probabilistic reasoning. Shanteau (1989) summarizes stud­
ies with auditors that show nonexistent or reduced effects of biases 
associated with representativeness, availability, and anchoring and 
adjustment. L 

There is other evidence, however, supporting the importance of 
knowledge about uncertainty handling itself, in addition to knowledge 
of the problem domain. For example, weather forecasters have been '; 
found to be well calibrated in their probability estimates; but bankers, 
clinical psychologists, executives, and civil engineers did show overcon­
fidence, despite their experience in their respective domains, presum- . 
ably because oflack of training in probability judgment per se (cited in 
Fischhoff, 1982). Finally, as Evans (1989) points out, schema theory 
simply does not account for some people's ability, at least some of the 
time, to reason correctly about abstract or unfamiliar material. 

Variant (b): General-purpose knowledge reduces biases. As we , 
have seen, domain-specific knowledge does not guarantee normatively 
correct performance. In any case, the real world contains unfamiliar as 
well as familiar tasks; Fischhoff (1982) argues that artificial labora­
tory studies in which biases occur are not necessarily unrepresentative 
of real-world novelty. Real-world decision makers, however, have an­
other sort of knowledge available to them that laboratory subjects 
typically do not: the use of general-purpose "intellectual tools" (von 
Winterfeldt & Edwards, 1986). This view rescues human rationality by 
emphasizing human malleability: The heuristics and biases literature , 



Basis of Decision Biases 61  

overlooks the ability to bring one's thinking into line with an appropri­
ate tool. 

Von Winterfeldt and Edwards regard the attempt to study pure 
"statistical intuitions," unassisted by the customary use of technical 
knowledge, books, calculators, notes, or other "external" aids, as mis­
guided. They argue that a cognitive process is not a fixed method, but a 
"learned intellectual or judgmental skill executed with whatever tools 
seem necessary" (p. 554). The boundary of the skin is arbitrary: Educa­
tion moves information and processing from outside to inside; technol­
ogy (paper and pencil, calculators, computers) moves them outside 
again. L. J. Cohen (1981) makes a related point: People carnot be 
condemned as "irrational" or "biased" when they fail to utilize princi­
ples that they have not been taught and whose discovery required 
mathematical sophistication and even genius. Shafer (1988; Shafer & 
Tversky, 1988) has argued that unaided human intuitions are not pre­
cise or definite enough to be regarded as either coherent or incoherent 
with respect to normative theories; rather, people learn how to con­
struct precise and definite judgments by using normative theories. The 
metaphor of intellectual tools thus shifts the emphasis from human 
shortcomings to the natural ability to improve-culturally by invent­
ing new tools, individually by learning how to use them, and on a 
particular occasion by using the tools to build a model of one's prefer-
ences and beliefs. 

. 

The tool metaphor is important, because it rescues the idea of deci­
sion aiding from paradoxes that are implicit in both the formal­
empiricist point of view and in the rationalist point of view. If people's 
beliefs, preferences, and choices are already (pretty nearly) consistent 
with respect to normative standards, as the formal-empiricists sup­
posed, then there is no need for decision aiding. On the other hand, if 
beliefs, preferences, and choices are inconsistent with respect to the 
normative theory, as the rationalists suppose, there is still no good 
rationale for decision aiding! Decision aids themselves depend on sub­
jective inputs regarding probabilities and utilities; but if these inputs 
are subject to bias, then how can the conclusions of an aid be trusted? 
As far as normative decision theory is concerned, modifying the inputs 
is just as good a way of achieving consistency as adopting the 
conclusion. 

The tool metaphor breaks out of this dilemma by rejecting the prem­
ise (accepted by both formal-empiricists and rationalists) that decision 
makers have preexisting definite and precise beliefs and preferences 
about every relevant issue. Decision aiding is useful, then, simply 
because it helps decision makers generate beliefs and preferences that 
they aren't sure about from beliefs and preferences that they are sure 
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about. A successful normative model matches up with the pattern of a 
decision maker's knowledge and ignorance: it demands as inputs 
things the decision does know, and produces as outputs things the 
decision maker wants to know. 

The tool metaphor, interestingly enough, undermines the formal 
justifications of decision theory offered by Savage (195411972), 
De Finetti (1937/1964), Lindley (1982), and others-since these all 
depend on the assumption of definite and precise beliefs and prefer­
ences about everything. But the tool metaphor substitutes something 
that might be better: a cognitive justification for decision analysis. 

Unfortunately, the case for the cognitive plausibIlity of decision 
analytic procedures is less than overwhelming. Rationalist research on 
biases suggests that people do have strong intuitions about the solu­
tions to problems that conflict with their own inputs to standard deci­
sion analytic models; moreover, people often fail to agree with the 
normative rule itself when it is explicitly presented to them (Kahne­
man & Tversky, 1982a) and are unpersuaded by arguments in support 
of the normative rule (Slovic & Tversky, 1974). Finally, as we will see, 
decision makers do not utilize, and do not have precise knowledge 
about, many of the inputs required in decision analytic models. In the 
face of these difficulties, one can persist in hoping that intuition can 
be "educated" to become decision analytic (von Winterfeldt & Ed­
wards, 1986), or one can look for other tools in addition to decision 
analysis that may, at least for some users in some tasks, provide a 
better fit to their own particular patterns of knowledge and ignorance. 

Some researchers have argued, ironically, that it is difficulty in 
using decision analysis, by contrast to more natural methods for han­
dling uncertainty, that causes biases. Artificiality in the presentation 
of information about uncertainty, by means of numerical probabilities, 
may degrade performance. Zimmer (1983) argues that people or­
dinarily describe uncertainty verbally, in terms of such expressions as 
highly probable, likely, quite possible, and so on, rather than with pre­
cise numerical probabilities. Zimmer applied a measurement tech­
nique for matching these expressions to ranges of numerical proba- . 
bilities. His subjects turned out to be reasonably well calibrated (not 
overconfident or underconfident) when allowed to use the verbal labels 
instead of numbers. Zimmer also claims that the "conservatism" bias, 
that is, a failure to adequately update beliefs in the light of new 
evidence (Edwards, 1968), was reduced when subjects used verbal la­
bels instead of numerical probabilities. In a study of the regression 
fallacy, that is, overextreme predictions of one quantity based on an­
other, Zimmer asked subjects not only for a precise prediction (as in 
Kahneman & Tversky, 1973), but also for a verbal assessment of de­
gree of confidence and the likely direction of error. Subjects showed 

.. 
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considerable awareness of the pitfalls in the precise estimate: Confi­
dence was generally low, and almost all subjects were aware that the 
true values would probably be less extreme. f:?ubjects' descriptions of 
their own reasoning (in a different experiment) suggested that verbal 
and numerical response modes prompted'<quite different problem­
solving processes. Subjects using verbal labels took into account a 
wider range of qualitative variables than subjects using numbers (cf. 
Hammond, 1988). 

In sum, general-purpose knowledge about decision making may 
sometimes reduce biases-whether because a decision maker has sub­
jected his or her thinking to a technical discipline, or because the 
problem lends itself to problem-solving techniques that are already 
embedded in the language and the culture. 

Variant (c): Effective handling of domain-specific knowledge 
causes biases. On another view, biases, instead of being eliminated 
by knowledge, are the by-products of domain-specific knowledge; they 
are caused by the knowledge structures (such as schemas) or cognitive 
processes (such as pattern matching) that people use to solve problems. 
An important implication of this view is that people might be unable 
to apply their knowledge effectively if they were to change their ways 
of thinking; performance might suffer on the whole if people were to 
adopt standard normative procedures in place of natural methods. 

One process that is key to human problem solving (but neglected in 
standard normative theories) is pattern matching or recognition. 
There is evidence that expertise in a variety of fields depends on the 
ability to recognize important features of the problem and to directly 
retrieve appropriate actions or solution techniques; in contrast, the 
more analytical approach of sophisticated novices requires explicitly 
generating and evaluating alternative methods for reaching a goal 
(e.g., Larkin, McDermott, Simon & Simon, 1980). Chess masters, for 
example, may be distinguished from novices at least in part by their 
ability to recognize a very large number of familiar patterns, reducing 
the need to search through a tree of possible moves and countermoves 
(de Groot, 1965, 1978; Chase & Simon, 1973). Polya (1945), Newell 
(1981), Klein (1980), and Noble, Truelove, Grosz, and Boehm-Davis 
(1989) have emphasized how new problems may be solved by recogniz­
ing their similarity to older, better understood problems and by appro­
priately transforming the old solution to take account of differences. 
Experts, unlike novices, perceive similarities in terms of the funda­
mental laws or principles in a domain rather than in terms of superfi­
cial features (Chi, Feltovich, & Glaser, 1981). According to Lopes and 
Oden (in press) the virtues of pattern-based reasoning include robust­
ness under conditions of noise or error, general applicability without 
stringent preconditions, and practicability with brainlike hardware 
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(e.g., massive parallel processing versus step-by-step serial 
processing). 

Pattern-based reasoning may provide an explanation of a broad 
range of biases. In the conjunction fallacy (Tversky & Kahneman, 
1983), for example, people estimate the probability of two statements 
both being true (e.g., "she is a feminist lawyer") as higher than one of 
the individual statements ("she is a lawyer"). Lopes and Oden (in 
press) speculate that the tendency to overestimate the probability of 
conjunctive classifications may be due to the improved match between 
conjunctive labels and experimentally provided descriptions of people 
(e.g., feminist lawyer is a better match than simply lawyer to the de­
scription of a woman who is "single, outspoken, and very bright," and 
who is "deeply concerned with issues of discrimination and social jus­
tice"). Leddo, Abelson, and Gross (1984) accounted for overestimation 
of the probability of conjunctive explanations in terms of improved 
matches with schemas that specify the components expected in a good 
explanation (e.g., a statement of both the crime and the motive is 
judged more probable than a statement of the crime alone). 

Pennington and Hastie (1988) have argued that jurors evaluate evi­
dence by fitting it into a story that is constructed in accordance with 
explanatory schemas. The belief bias, in which new evidence is inter­
preted to fit the currently held hypothesis, may reflect such a process. 
More generally, research in cognition suggests that prior expectations 
play a normal and important role in interpreting data. Expectations 
fill gaps and help organize experiences in perception (Bruner, 1957), 
recall (Bransford & Franks, 1971), everyday reasoning (Minsky, 1975), . 
and science (Kuhn, 1962). Schemas, frames, scripts, and other knowl­
edge structures permit successful action under conditions of in­
complete and noisy data and limited time. The cost of these benefits is· 
an occasional error when the schema is inappropriate. 

Expectancy-based processes may also account for "distorted" con­
cepts of randomness. When asked to produce random sequences, for. 
example, of heads and tails, subjects provide too many alternation", 
and too few runs of all heads or all tails, in comparison to "truly 
random" (binomial) processes like tossing a coin (Wagenaar, 1972). 
When asked to estimate the probability of a particular sequence of 
"random" events, such as the birth order of girls and boys in a family, 
subjects overestimate the probabilities of sequences that contain equal 
numbers of each kind, and the probabilities of sequences that contain 
many alternations (Kahneman & Tversky, 1972). Lopes (l982a) at­
tributes such errors to powerful top-down processes that account for 
our ability to detect patterns against a background of noise. 

' 

An alleged bias in choice involves the assignment of outcomes to 
"psychological accounts" (Tversky & Kahneman, 1981). In one prob-
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lem, some of the subjects were asked to imagine that they purchased a 
$10 ticket to a play, and on entering the theater discovered they have 
lost it; other subjects were asked to imagine that they decided to see 
the play, and on entering the theater to purchase a ticket found that 
they have lost a $10 bill. Subjects who lost"tlr'e $10 bill were much more 
likely to purchase a ticket than subjects who lost their original ticket 
(worth $10). Nevertheless, the "total asset positions" that would result 
from buying the ticket is the same for the two sets of subjects, and that 
is what should, according to normative theory, determine the decision. 
According to Tversky and Kahneman, however, people do not lump all 
the consequences of their actions into a single pool. When they lost a 
ticket, subjects included the cost of the original ticket in the "account" 
containing the new ticket price, raising the psychologically perceived 
price of the show to $20; on the other hand, when $10 was lost, they 
regarded it as irrelevant to the cost of the ticket. Psychological ac­
counts appear to group outcomes that belong together according to 
causal schemas or goal-oriented scripts. Such groupings may facilitate 
learning significant correlations between one's actions and the events 
that they cause, and also help people keep track of different attitudes 
toward risk in different psychological accounts, for example, avoiding 
risks in accounts that pertain to major investments, while seeking 
risks within accounts allocated for risky investments, vacations, lux­
ury items, and so on (von Winterfeldt & Edwards, 1986). 

The reference effect involves an effect on choice due merely to 
changes in the way actions or outcomes are described; for example, 
description in terms of "chance of survival" may lead to risk aversion, 
whereas description in terms of "chance of death" may lead to risk 
seeking. Such effects might occur because different action or outcome 
descriptions match different internal knowledge structures, activating 
different arguments for or against an action (Shafer, 1988). 

More generally, and perhaps more importantly, the heuristics cited 
by Kahneman and Tversky to account for decision biases may be better 
understood as integral parts of schema-based processing, rather than 
as isolated and somewhat ad hoc explanatory mechanisms. The avail­
ability heuristic corresponds to the retrievability of a schema; repre­
sentativeness corresponds to the degree of similarity between the cur­
rent situation and a schema; and anchoring and adjustment involve 
transformations of the solution associated with a schema to accommo­
date a mismatch with the current situation. 

Variant (d): Effective handling of domain-specific ignorance 
causes biases. According to variant (c), normative models might in­
terfere with the effective use of knowledge. The other side of the coin 
is that normative models may interfere with effective handling of 
ignorance; in effect, they force the decision maker to pretend that he or 
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she knows things that he or she does not know. Presupposing the exis­
tence of precise probabilities and preferences, as required in standard 
normative theories, may prematurely close off the possibility of learn­
ing about one's beliefs and preferences in dynamic environments, 
through subsequent experience or reflection (March, 1988; Levi, 1986). 
But even when decisions must be made on the spot, decision makers 
may be more successful when they do not adopt a false precision. 

Decision makers may have little or no knowledge from which to 
assess the scores, weights, and probabilities required by decision ana­
lytic models for the integration of different evaluative dimensions and 
uncertain outcomes. Frequently they adopt strategies that require 
much less precise information (Svenson, 1979; Tyszka, 1981): for ex­
ample, satisficing requires only yes-or-no judgments about alterna­
tives on each dimension (e.g., does the alternative achieve a goal or 
not?) and no comparisons at all among different dimensions; 
elimination-by-aspects merely adds a requirement for rank ordering 
dimensions by importance; the lexicographic decision rule (i.e., pick the 
best candidate on the most important dimension; if there is a tie, go to 
the next most important dimension, etc.) adds a requirement for rank 
ordering alternatives on a given dimension but remains far less de­
manding than decision analytic modeling. Similarly, in the regression 
fallacy, when decision makers provide overly extreme predictions of 
one quantity based on another, they may simply not know enough to 
estimate the degree of correlation between the known variable and the 
variable to be predicted (especially if there is a possibility of change in 
the underlying process). In the belief bias, decision makers may feel . 
unsure of the reliability of a source of apparently disconfirming evi­
dence, and thus discount it. In base rate neglect, decision makers may 
be unsure of the reliability of frequency data, and thus disregard it . .  

The inputs required by a decision analysis often do not correspond to 
what a decision maker knows with confidence. But is the output of a 
decision analysis worth the effort? Sometimes, at least, it seems not. 
The end result of a decision analysis is usually an "average" hypoth­
esis, outcome, or preference, which has little meaning in terms of what 
decision makers need to do or know (Cohen, Leddo, & Tolcott, 1988). 
They can avoid, plan for, and/or react to specific situations or out­
comes, not an unrealizable average. In planning a defense, for exam­
ple, it is useful for a general to know that the main enemy force might 
be planning to attack at point A or else at point B; they may try to 
predict how well various defensive options will fare in each of those 
cases. But they will have little use for a prediction of enemy intent in' 
terms of the probability-weighted average future enemy force at each 
location, or for an evaluative score reflecting a defensive plan's success 
averaged across the two situations. It is plausible to speculate that 
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there is a "basic level" of description, neither too detailed nor too 
general, that is most usefully linked to the rest of a decision maker's 
knowledge in a particular task (cf. Rosch, Mervis, Grey, Johnson, & 
Boyes-Braem, 1979). Simon (1972) observed that normative models of 
chess, which attempt to summarize all the 'Implications of a move with 
a single abstract evaluative measure, are less successful than nonnor­
mative models, which ignore some possible outcomes and explore a 
small number of well-chosen paths to an appropriate depth. 

In sum, variant (d) implies that decision analysis is, on at least some 
occasions, not a good intellectual tool: It fails to match the pattern of 
what a decision maker knows and needs to know. Variant (c)-that 
nonnormative behavior flows from schema-based processing­
underscores this conclusion, implying that decision analysis conflicts 
with the way people ordinarily use what they know in order to solve 
problems and make decisions. All four variants of this challenge imply 
a redefinition of the notion of a decision-making error: not in terms of 
logical inconsistency, but in terms of the failure to effectively exploit 
one's knowledge in the service of one's needs. 

We may, nevertheless, be somewhat uncomfortable with a picture of 
"natural" reasoning that is exclusively focused on knowledge. Such a 
view may fall short in accounting for the flexibility that decision 
makers sometimes display in' novel situations. For example, while ex­
perts may "recognize" familiar problems, recognition itself is not sim­
ple: It may incorporate a series of transformations and retransforma­
tions of the problem until the expert finally "knows" how to solve it. 
Physics experts, according to Larkin (1977), first sketch the superficial 
objects and relations in a problem; if the depicted system is still not 
familiar, they may transform it into an idealized, free-body diagram; 
if recognition still does not occu�, they may switch to a more novice­
like strategy of means-ends analysis. Once they have solved a prob­
lem, physics experts draw on a variety of strategies to verify its cor­
rectness, for example, by checking whether all forces are balanced, 
whether all entities in the diagram are related to givens in the prob­
lem, and so on. There is abundant evidence that recognitional pro­
cesses are not inflexibly automatic but involve a fairly continuous 
stream of optional processes that evaluate and guide the application of 
prestored knowledge. 

Challenge (4): Constraints on the decision maker's information­
processing capacity justify use of non-Bayesian 
procedures. 

Challenge (4) brings flexibility front and center. It adopts an optimis­
tic stance toward human rationality without appeal to factors (such as 
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intellectual tools, knowledge, or incremental commitment and feed­
back) that operate primarily in real-world settings. It implies that a 
wider understanding even of the laboratory context helps make nor­
mative sense of "biased" performance: Herbert Simon (1955, 1972) 
argued that strategies such as satisficing that might seem irrational 
in the absence of information-processing constraints are perfectly sen­
sible, given the presence of such constraints. According to the ef­
fort/accuracy tradeoff hypothesis, adoption of suboptimal strategies 
may itself be justified at a second-order level, given the cognitive de­
mands of calculating an optimal solution and the "almost as good" 
quality of simplifying strategies. 

Payne (1976) carried Simon's idea one step further: Individuals 
appear to utilize not one, but a variety of simplifying strategies in 
response to varying task characteristics. Beach and Mitchell (1978) 
proposed that decision strategies are selected on the basis of a cost- . 
benefit calculation that balances the demand for accuracy in a particu-' 
lar task against the cost of being accurate in that task. Payne et ai. 
(1989) have shown (through an analytical model of effort and Monte 
Carlo simulation of accuracy) how different choice strategies might in 
fact trade off in terms of accuracy and effort under different task 
conditions. No single heuristic does well across all decision environ­
ments; but a decision maker can maintain a reasonably high level of 
accuracy at a low level of effort by selecting from a repertoire of strat­
egies contingent upon situational demands (Payne et aJ.., 1989). . 

Experimental data suggest that people do in fact adaptively adjusi 
their processing strategies in response to changes in such variables as 
the number of options (Payne, 1976), or the variance among proba­
bilities and importance weights (Payne et ai., 1989). A number of stud,. 
ies have shown that time stress caus�s selective focussing on negative 
attributes/outcomes (Leddo, Chinnis, Cohen, & Marvin, 1987; Wright, 
1974) and adoption of alternatives that hedge against the worst case 
(Leddo et ai., 1987; Ben Zur & Breznitz, 1981). Display features can 
also make some strategies harder and others easier (Hammond, 1988; 
Tyszka, 1980). For example, when information about alternatives is 
presented numerically, subjects are more likely to compare alterna­
tives directly to one another (as in the lexicographic rule); but when 
less precise verbal descriptions of alternatives are given, alternatives 
are compared to a goal, as in elimination-by-aspects (Huber, 1980). 

Even in applications where comparable research on effort/accuracy . 
tradeoffs has not been done, it is clear that adaptation to constraints 
on capacity is necessary. For example, as noted above, some choice 
biases involve assigning outcomes to different "psychological ac­
counts," based on causal or goal relationships, rather than considering 
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the decision maker's total asset position (Tversky & Kahneman, 1981). 
If limited capacity is taken into account, we might ask: How could it be 
otherwise? Changes in one's total assert position may be occurring 
continuously-for example, paychecks, retirement accumulations, ap­
preciation of one's home and investments; .... ·depreciation of one's car, 
changes in inheritance prospects, and so forth; it would hardly be 
worth the effort to try to model the impact of all these events on every 
decision (von Winterfeldt & Edwards, 1986). 

Biases in inference and probability assessment may also be adap­
tive responses to capacity limitations. For example, the belief bias 
could result in principle from the impossibility of questioning every 
belief in the light of each new experience: some beliefs (e.g., the cur­
rently active schema) must be left unquestioned in order to evaluate 
others (Quine, 1960). With even a small number of beliefs, examina­
tion of all combinations of their truth and falsity rapidly becomes 
impossible in principle (Cherniak, 1986). The same problem would 
explain �ome cases of base rate neglect. For example, in fitting causal 
models to correlational data, the number of possible causal arrange­
ments grows very rapidly with the number of variables (Glymour, 
Scheines, Spirtes, & Kelly, 1987) (e.g., the factors that might cause 
cancer, such as smoking, diet, geographical location, health care, etc., 
might also have causal effects oh one another). It is impossible to 
assess base rates for all the possible causal arrangements; and the 
assessment of a catch-all hypothesis (e.g., everything else) is hardly 
satisfactory if we do not know what hypotheses it contains. As a result, 
decision makers (including scientists) must satisfice, that is, look for 
satisfactory rather than optimal models. In a continuous environment 
inference may become more like design: instead of choosing among a 
pregiven set of hypotheses, an original hypothesis or small set of hy­
potheses will be revised and/or elaborated incrementally as shortcom­
ings are discovered. 

The effort/accuracy theory introduces still another notion of deci­
sion error: the failure to appropriately balance accuracy and effort in 
the choice of decision strategies. Formal inconsistency per se is not an 
error in this sense; adopting a Irghly inaccurate strategy, when only a 
small amount of effort would be required to adopt a more accurate 
strategy, may sometimes be an error. But then again, in other contexts, 
with other payoffs, it might be an error to expend more effort in order 
to improve accuracy. 

There is a curious disconnection between the effort/accuracy trade­
off hypothesis [Challenge (4)] and schema-based views of problem solv­
ing that emphasize the role of substantive knowledge [Challenge (3)]. 
As noted above, there is evidence that expertise consists, at least in 
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part, in the ability to recognize a large store of situations and to re­
trieve appropriate solutions (e.g., Larkin, 1981; Chase & Simon, 1973). 
By contrast, the effort/accuracy tradeoff model emphasizes rationality 
at the level of metacognitive or higher order decisions about how to 
decide. Schema-based approaches seem to emphasize automatic activa­
tion of relevant knowledge structures, leaving little room for conscious 
monitoring and control (e.g., Anderson, 1982), while the effort/ 
accuracy model defines both of its central concepts (effort and accura­
cy) without reference to knowledge. 

We think that each approach needs to be supplemented by concepts 
from the other. Experts are skilled not only in recognition, but in 
metacognitive processes that enhance the likelihood of recognition and 
that verify, critique, modify, and/or abandon the results. The primary 
function of metacognitive processes is to control the application of 
knowledge, not to choose among knowledge-independent analytical 
strategies. 

A Synthesis: The Interaction of Recognition and Metacognition 

From the naturalistic point of view, several aspects of the ef­
fort/accuracy approach to biases bear questioning: its commitment to a 
measure of effort that ignores how much the person knows about a 
problem; its use of decision analytic strategies as the standard for 
evaluating accuracy; and its emphasis on conscious higher order selec- ' 
tion of strategies as opposed to local choices about what to do/think 
next. A Recognition/Metacognition model revises each of these 
features. 

(a) A notion of effort that incorporates knowledge. Payne et al. 
(1989) have measured effort abstractly, in terms of the number of 
generic EIPs (elementary information processes, such as read, compare, 
add) required by a strategy; they have validated the model in labora­
tory studies in which tasks do not involve expertise or experience, and 
in which all relevant information is predigested (e.g., as probabilities 
and payoffs) rather than inferred or generated from the decision 
maker's own memory. This model incorporates individual differences 
in general-purpose ability to perform EIPs and in ability to combine 
them into strategies (cf. Beach & Mitchell, 1978). In a more naturalis­
tic setting, however, the decision maker's estimate of the difficulty ofa ' 
strategy will reflect what he or she believes about his or her own­. knowledge of a specific task and of the relevant domain. The decision 
maker chooses to deploy attention selectively to certain aspects of the 
problem, to mentally recode or physically transform certain problem 
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materials, and to selectively "rehearse" some of the materials rather 
than others-because he or she believes that those aspects or mate­
rials are more likely to activate knowledge that will activate other 
knowledge, and so on, until he or she arrives at a solution. EIPs for 
retrieving and transforming knowledge must be incorporated into the 
theory of mental effort. 

The overconfidence bias in estimating the probability of a conclu­
sion might result from metacognitive choices that reflect the effort 
required to retrieve or generate ways that the conclusion could be false 
(Pitz, 1974). The overconfidence bias is reduced when subjects are ex­
plicitly asked to generate reasons why the conclusion they favor might 
be wrong (Koriat, Lichtenstein, & Fischhoff, 1980; Hoch, 1985); as new 
reasons are demanded, subjects exert more effort, selectively activat­
ing new knowledge structures, and questioning increasingly funda­
mental premises of the original conclusion (Cohen, 1990). Similarly, 
metacognitive choices may underlie the top-down processing that is 
characteristic 6f the belief bias, in which apparently conflicting data 
are perceived as supporting a favored hypothesis. More effort would be 
required to activate and test alternative explanatory schemas. The 
optional (or metacognitive) character of the belief bias is suggested by 
Tolcott and Marvin's (1988) finding that simply briefing subjects on 
the existence of the bias reduced· its effect. More recently, Tolcott and 
his colleagues have found that subjects who were required to actively 
select evidence bearing on a hypothesis were less likely to interpret 
conflicting evidence as confirming, than subjects who had evidence 
passively presented to them; the former subjects may have been in­
duced to attach a higher value to truly testing the hypothesis. 

Other biases may involve a similar metacognitive balance between 
effort and accuracy. Reference effects in choice may reflect the diffi­
culty of accessing alternative ways of describing outcomes when one 
way of describing them is strongly activated by the wording of the 
problem. The availability bias, by its very definition, refers to ease of 
recall of instances as a determinant of probability estimates for a class 
(Tversky & Kahneman, 1973; Beyth-Marom & Fischhoff, 1977). The 
hindsight bias might result from the effort that would be required in 
tracking and undoing the effects of a past event on all the relevant 
components of a person's knowledge (Fischhoff, 1982). 

Different choice strategies may also reflect different metacognitive 
choices about the most efficient access to relevant knowledge. In one 
strategy, called dominance structuring (Montgomery, 1983), decision 
makers start by provisionally selecting an option; they then work 
backward, adding and dropping attributes, revising scores, and so on in 
an effort to show that the selected candidate is as good as or better 
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than other candidates in all respects; if they fail, they select another 
option, and so on. Such a strategy may be quite easy when decision 
makers have precompiled, intuitive "knowledge of what to do," but 
have less direct access to knowledge about the attributes that justify 
such a choice. By the same token, elimination-by-aspects would be 
easier in domains where knowledge is organized by goals and the 
means of achieving them, and satisficing would be easier in domains 
where knowledge is organized by options and what they are good for. 
Even compensatory strategies, which require comparisons across dif­
ferent dimensions, may be easier when decision mak'lrs have readily 
accessible knowledge upon which they can base judgments of the rela­
tive importance of criteria; for example, a military commander might 
evaluate the cost of losing one of his or her own units compared to the 
value of destroying an enemy unit in terms of the relative numbers of 
the two forces known to be present in a battle area (Cohen, Bromage, 
Chinnis, Payne, & Ulvila, 1982). 

(b) Replacement of decision theory by dynamic adjustment as 
a benchmark for performance. According to the effort/accuracy 
model, decision analytic procedures are the ideal from which decision 
makers deviate under high workload. But decision makers do not nec­
essarily adopt decision analytically correct methods even when work­
load demands are low (e.g., Cohen et aI., 1988); and decision makers 
often reject normative rules and arguments for those rules when they 
are explicitly presented (Kahneman & Tversky, 1982a; Siovic & 
Tversky, 1974). Kahneman and Tversky have cited such results as sup- ' 
port for the claim that biases are deeply rooted in our cognitive sys­
tems, on the analogy of perceptual illusions. An alternative, naturalis­
tic view is possible, however: Under conditions of low workload, ' 

decision makers might adopt more effective variants of nonoptimal 
strategies. Increased effectiveness may result from iterative improve­
ments in a dynamic environment. 

Decision makers might deal with tradeoffs among evaluative di­
mensions, for example, by adopting a more dynamic and self-critical 
variant of satisficing or elimination-by-aspects. In these variants, a 
decision maker starts out with relatively high aspirations on all di­
mensions; if all goals cannot be achieved, aspirations on particular 
attributes might be revised downward, in small steps, to accommodate 
options that just miss a goal but are outstanding in other respects. 
Such a metacognitive process would accommodate the cOlllpensatory ' 
relations that are relevant for the problem at hand, without requiring" 
the explicit assessment of a large number of precise weights that are 
not relevant (Cohen; Bromage, Chinnis, Payne, & Ulvila, 1982; Cohen, 
Laskey, & Tolcott, 1987). 

In the same way, more sophisticated variants of nonoptimal in-

1 
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ference strlitegies might be adopted in low-stress conditions. In the 
belief bias, people seem to use an existing hypothesis to interpret new 
evidence in a top-down manner, producing a more definitive picture of 
the situation, in contrast to continuously shifting Bayesian proba­
bilities. The natural improvement of this strategy might be to make it 
dynamic and self-critical: to keep track of the evidence that has been 
provisionally "explained away," or to maintain a cumulative assess­
ment of the degree of doubt in the current conclusion, and to initiate 
search for an alternative hypothesis when the amount of explained­
away evidence, or the degree of cumulative doubt, reaches a high­
enough level (Cohen, 1989, 1990). This strategy allows more effective 
use of decision-maker knowledge in building a coherent explana­
tion/prediction of events; at the same time, it guards against being 
locked into seriously mistaken conclusions. 

lronically, a Befognition/Metacognition framework has less trouble 
than the effort/ accuracy hypothesis in accounting for cases where peo­
ple do use decision-theoretically optimal procedures. Normatively cor­
rect behavior might be easy (rather than effortful) when readily acti­
vated knowledge structures in a particular domain happen to fit 
normative rules (Cheng & Holyoake, 1985), or when the decision 
maker is well versed in general-purpose normative techniques (von 
Winterfeldt & Edwards, 1986). 

(c) Local choices rather than deliberative higher order selec­
tion of strategies. The effort/accuracy hypothesis has typically as­
sumed that strategies are selected by a top-down, conscious process, in 
which normative constraints are satisfied. By contrast, Simon (1972) 
rejected the notion of a second-order level of decision making that 
normatively derives heuristics, on the grounds that it would require 
difficult assessments beyond those needed simply to carry out the 
heuristic itself; the effort involved would be better devoted to improv­
ing the knowledge that is directly exploited in the heuristic. There is 
also controversy among researchers in the related area of "metacogni­
tion" regarding the degree to which higher order regulative processes 
involve conscious awareness: whether they are completely automatic 
(Sternberg, 1984), involve awareness of the first-order cognitive events 
being regulated (Gavelek & Raphael, 1985), or involve awareness 
of both first-level and higher-level processes (Kuhn, Ansel, & 
O'Loughlin, 1988). Think-aloud protocols suggest that top-down selec­
tion of decision strategies, based on features of the task, does some­
times occur (Payne et aI., 1989). There is also evidence in the problem­
solving literature that experts are better than novices at assessing the 
difficulty of a task (Chi, Glaser, & Bees, 1982). Nevertheless, Payne et 
al. (1989) have themselves recently suggested that, in some cases, deci­
sion strategies may be "constructed" step by step in the course of the 
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decision maker's interaction with a problem, rather than explicitly 
selected (cf. Connolly & Wagner, 1988). In such an incremental, itera­
tive process, decision makers would utilize feedback from previ01,ls 
cognitive actions to make local decisions about what to do next. 

Metacognition does not mean that people are conscious of all the 
knowledge that makes them effective or expert. It does suggest that 
people have higher level schemas (which may themselves sometimes 
be domain specific and largely automatic) that gauge the familiarity 
and difficulty of problems or subproblems, and that incorporate re­
sponses (a) to enhance the chance of recognition, and (b) to control the 
process of validating a potential problem solution. The metacognitive 
processes embodied in these schemas are governed by an implicit bal­
ancing of effort against expected results, in a way that takes account 
of such factors as the available time for a decision, the likelihood of 
errors, the stakes of the decision, the opportunity for feedback and 
midcourse corrections, and the structure of relevant knowledge 
representations. 

In a naturalistic version of the effort/accuracy hypothesis, heuris­
tics may sometimes be both less effortful and more accurate than nor­
mative models. If knowledge influences both effort and accuracy, then 
reasonably efficient decision-making strategies might sometimes 
emerge simply by "doing what comes to mind." Tradeoffs between 
effort and accuracy arise in more novel situations, where effecti�e 
decision makers must be skilled in selecting the parts of their knowl­
edge to be explored, monitoring progress toward a solution, recalling 
relatively inaccessible parts of their knowledge, and making revisions 
in beliefs and strategies where necessary (Larkin, 1981; Glaser, 1989; 
Brown & DeLoache, 1978). 

Adaptation: Imperfect, but Important 

Challenges (1), (2), (3), and (4) all depend at bottom on the notion of 
adaptation-to internal capacity constraints, to the requirements of 
applying knowledge, to dynamic and rich task environments, and to 
the performance of a decision strategy across the overall spectrum of 
tasks in a domain. Deviations from formal consistency may turn out to 
be adaptive or at least neutral in these contexts, if the benefits associ­
ated with them outweigh the harm they do. 

The challenges differ in how the adaptation is supposed to take ' 
place. Consider a simple analogy: Both squirrels and humans put away 
valuable objects for safekeeping. On some level the function, or adap­
tive consequence, of burying nuts and putting jewelry in a safe (or . 
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money in the bank, etc.) is the same. Yet the squirrel's behavior is 
controlled by a genetically inherited program. He will try to bury nuts 
even in situations where the behavior does not have any adaptive 
consequences, for example, in an enclosure with a concrete floor, or 
where no competitors for nuts exist. Humamrwill vary their "squirrel­
ing away" behavior (up to a point) to fit their individual circumstances. 

Similarly, biases may reflect relatively coarse-grained adaptations: 
that is, fixed cognitive traits that do reasonably well across all tasks 
that humans encounter, and which do not change from task to task. 
Challenges (1) and (2) require no more than this. For example, if over­
confidence is an inherited or culturally conditioned trait with social 
advantages (Anderson, 1986), we would not expect an individual's over­
confidence to be reduced in occalsional situations where it is no longer 
socially advantageous (e.g., in a psychology laboratory). (However, if 
the environment of the species or the culture were consistently 
changed, then overconfidence might eventually disappear, over a much 
longer time period.) Challenges (3) and (4) demand a more fine­
grained, flexible adaptation: biases reflect strategies that change in 
response to features of a task and decision maker, that is, the famil­
iarity of the task and the effort it demands. Finally, as we shall see in 
the next section, Challenges (5) and (6) address an even more fine­
grained and flexible adaptiveness, in which performance changes in 
response to detailed beliefs and preferences regarding the specific 
task. 

It is obvious that having adaptive consequences, at whatever level, 
does not mean that a characteristic of decision making is "optimal": 
there may always be a more fine-grained level and a more refined 
adaptation. Even at their own level, adaptations may not be the optimal 
solutions. Natural selection, like cultural evolution and like human 
decision makers, is a satisficer, not an optimizer, and there is always 
likely to be room for improvement. 

The naturalistic challenges, while rejecting rationalist pessimism, 
have left considerable leeway for error. Indeed, they make more sense 
of the notion of decision error than either the formal-empiricist frame­
work (in which it is not clear when performance is in error and when 
the model is wrong) or the rationalist framework (according to which 
error is simply formal inconsistency). Challenge (1) introduced the 
notion of error as a failure to guard against specifically identified ' 
pitfalls in a suboptimal strategy. Challenge (2) emphasized the poten­
tial failure to respond to feedback or to make midcourse corrections in 
order to incrementally improve performance in dynamic environ­
ments. Challenge (3) stressed the failure to effectively exploit one's 
own knowledge. And Challenge (4) highlighted the failure to appropri-
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ately weigh effort against accuracy in the selection of strategies. The 
Recognition/Metacognition framework incorporates all four kinds of 
error: biases represent a failure of metacognitive processes that facili­
tate problem recognition and retrieval of appropriate solutions, that 
monitor for potential problems in a decision process, and that verify 
and revise proposed solutions. The point, then, is not to paint unaided 
decision makers in a rosy glow. The argument is simply this: Decision­
making errors are better understood against a pattern of generally 
successful adaptation to real-world contexts, rather than as deviations 
from a largely irrelevant abstract standard. 

It has been argued, however (e.g., Einhorn & Hogarth, 1981), that 
claims about adaptation are scientifically unacceptable. These critics 
argue (a) that such claims are "unfalsifiable," since the post-hoc inven­
tion of adaptive consequences is all to easy; and (b) that failure to 
adapt is consistent with natural selection through such phenomena as 
"genetic drift," persistence after ceasing to be adaptive, and "hitch­
hiking" of some traits upon the adaptiveness of others (e.g., Gould & 
Lewontin, 1979). I think these complaints are misguided. 

Adapti ve claims would be unscientific if they implied that the func­
tion or adaptive purpose of a characteristic is, by definition, whatever 
consequence it happens to have. (In that case decision strategies would 
be trivially adaptive, since they have consequences.) The hypothesis of 
adaptation requires, at a minimum, that a characteristic, such as 
using a particular decision strategy in certain sorts of tasks, exists 
because of the adaptive consequences it had in the past. This usually 
has the following testable implication: If conditions are changed so 
that the consequence no longer occurs, then the characteristic will 
change (over the appropriate time period, which may involve the spe­
cies, the culture, or the individual). Empirical or theoretical research 
can support specific claims of this sort regarding the adaptiveness of 
specific characteristics. Some work has been done, for example, 
changes in decision-making strategies due to task features that mea­
surably affect effort (Payne, 1976), or due to different degrees of fa­
miliarity with a task (Larkin, 1977); more work is obviously needed. 

The truly insupportable claims (as noted by Dawkins, 1983) are the 
negative propositions that a decision-making characteristic has no im­
portant adaptive function, or that there is no decision strategy more 
effective than (the current variant of) decision analysis. 

What is most misleading is the suggestion (e.g., in Einhorn & .  
Hogarth, 1981) that the burden of proof is on the adaptationist. On the 
contrary: The assumption of adaptation has had enormous heuristic 
value in the life sciences. The relevance of natural selection is not 
diminished just because evolution can produce nonadaptive traits; on ' 
the whole, evolution is adaptive, though there is lots of "noise" over 
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short time periods (Dennett, 1983). To my knowledge, no case has ever 
been made in biology for the heuristic value of assuming 
dysfunctionality. 

Tversky and Kahneman (1974), however, argue that the study of 
errors (in the sense of formal inconsistency) can shed light on 
information-processing mechanisms, by analogy to the study of per­
ceptual illusions. But the analogy has been criticized on at least two 
grounds: Standards of normative correctness are far less well under­
stood in decision making than in perception, so it is not so clear what 
counts as an error in this sense (Smithson, 1989); and in any case, the 
"correct" process does not play a causal role in decision making the 
way the physical stimulus does in perception, where mechanisms can 
be thought of as transforming 

I
(or distorting) the stimulus (Shanteau, 

1989; Anderson, 1986). Demonstrations of error in the rationalist par­
adigm show that a particular mathematical model does not fit perfor­
mance, and (from an explanatory point of view) that is about all. No 
light is shed on cognitive mechanisms. 

Perhaps an alternative is to disregard the question of functionality 
altogether, and to focus directly on mechanisms. But th!\t would be 
comparable to studying the eye without any idea of what it was used 
for. Where would one even begin? What aspects would be worthy of 
attention? When would an explanation be complete? What would it 
mean to improve its performance? We think that the study of decision 
processes without reference to problem domains, task environments, 
knowledge, or capacity, is a dead end. 

From the practical point of view, two kinds of errors are possible: 
thinking that adaptiveness is there when it isn't, and missing it when 
it is there. Eliminating an adaptive behavior (though training or "aid­
ing") may be every bit as bad as letting a defective behavior go uncor­
rected. Moreover, when decision-making behavior does go wrong, cor­
rective steps are more likely to be successful if they take its normal 
function into account. We turn in the next section to "normative" theo­
ries and what they may have to say about critiquing or improving the 
decision-making process. 

III. ARE DECISIONS FORMALLY INCONSISTENT? 

Challenge (5): There are alternative Bayesian models that 
better capture the subject's understanding of the problem. 

Rationalist experimenters use decision analytic or logical models to 
evaluate their subjects' decisions; and thus far, for the sake of argu­
ment, we have accepted the validity of these normative standards. The 
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use of a suboptimal decision strategy might be justified if it leads to 
satisfactory outcomes, even if the strategy itself is not inherently cor­
rect [Challenges (1) and (2)]; or a suboptimal strategy might be justi­
fied because it effectively exploits knowledge under conditions of lim­
ited capacity [Challenges (3) and (4)]. From this point of view; 
alternative, naturalistic concepts of decision error coexist with the ra­
tionalist concept of error as formal inconsistency. The previous chal­
lenges claimed that error in the rationalist sense is often outweighed, 
in the evaluation of performance, by the absence of error in the natu­
ralistic sense (i.e., decision makers successfully compensate for specif­
ic weaknesses in decision strategies; they incrementally improve their 
knowledge of the problem; they efficiently use knowledge and 
capacity). Challenges (5) and (6), however, go farther: they attack the 
idea that decision processes are biased even in the narrow, rationalistic 
sense. 

Challenge (5) accepts Bayesian decision analysis as a normative 
standard, but argues that in many cases of alleged biases, it has not in 
fact been violated. Variants of this challenge are something of a grab 
bag: They include (a) subjects' misconstruing the instructions of the 
experimenter and the experimenter's misunderstanding the knowl­
edge and goals of the subjects, as well as (b) more serious errors by the 
experimenter in modeling the problem. These challenges have the fla­
vor of the formal-empiricist paradigm: deviations of strong intuitions 
from a decision analytic model are taken as causes for concern about 
the decision analytic model rather than signs of irrationality by deci­
sion makers (e.g., Bell, 1981). To the extent that these arguments are 
convincing, decision analysis and ordinary decision-making perfor­
mance may be reconciled. We think, in fact, that the challenges are not 
always fully convincing: The formal constraints of decision theory are 
too restrictive; as a result, formally adequate decision analytic models 
turn out not to be cognitively plausible. It is perhaps more important, 
however, that these challenges illustrate the dynamic character of 
"normative" modeling, and point the way to a more interactive process 
of decision aiding that does not so much dictate to decision makers as 
negotiate with them. 

(a) Subject/experimenter misunderstanding. The normative 
force of decision theory is not to tell a decision maker what to believe, 
value, or do. Rather, it indicates when beliefs, preferences, and choices 
are inconsistent with one another. Consistency itself is relative to a 
selected model or structure; for example, if a subject (acting as decision 
maker) perceives a dependence between judgments that the experi­
menter regards as independent, or if he or she values attributes of an 
option that the experimenter has ignored, then apparently inconsis­
tent behavior may in fact be quite rational. It is strange, then, that 
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decision-making research in the rationalist tradition has only rarely 
sought direct evidence of the way subjects/decision makers represent a 
problem. Process-tracing methodologies, for example, in which sub­
jects think out loud as they work a problem, have been used only rarely 
(e.g., Svenson, 1979; Payne, 1976; Scholz; '1987); subjects are seldom 
asked at the conclusion of a study why they answered as they did; 
finally, there is little or no systematic study of the answers in their 
own right in order to get a better picture of the underlying processes. 
The only assurance that subjects and experimenters share an under­
standing of the problem is the instructions, and this is a frail reed. As 
Berkeley and Humphreys (1982) argue, there is no way that a written 
description of a problem can remove all ambiguity. The contrast with 
applied decision analysis is instructive: Numerous iterations and ex­
tensive interaction between analyst and client are required, before 
they can mutually agree on an appropriate model (e.g., Phillips, 1982). 

Instructions may in fact cause biases, as Kahneman and Tversky 
(1982a) acknowledge. In the real world, things are said for a reason; in 
an experimental context, therefore, subjects may naturally draw in­
ferences from the verbal description of.a problem that they would not 
draw if the "same problem" were actually experienced. One convention 
that governs ordinary conversation (Grice, 1975), for example, allows 
the listener to assume that the speaker is trying to be relevant. As 
noted by Kahneman and Tversky ( 1982a), this makes it difficult to 
study how subjects handle information that is supposed to be "irrele­
vant." For example, the finding that subjects interpret supposedly neu­
tral cues in accordance with their favored hypothesis (an effect of the 
belief bias) may, in part at least, be due to the assumption that the cue 
would not have been presented if it did not have some bearing on the 
question at hand. A similar complaint could be raised about studies in 
which "irrelevant" individuating evidence causes subjects to ignore 
base rates (Kahneman & Tversky, 1973). Some instances of overconfi­
dence, in which subjects are given an anchor, may also reflect reason­
ing of this kind. One group of subjects were asked the probability that 
the population of Thrkey was greater than 5 million; another group 
was asked the probability that it was less than 65 million; when both 
groups were subsequently asked for their best guess as to the popula­
tion of Thrkey, the median estimates were 17 million and 35 million 
for the low- and high-anchor groups, respectively. This may reflect a 
legitimate assumption that the phrasing of the question is itself evi­
dence, rather than a bias caused by "insufficient adjustment" of an 
anchor. If subjects are uncertain of their answers in the first place, 
they would be foolish not to utilize such information (Macdonald, 
1986). 

Kahneman and Tversky ( 1982a) appear to defend the allegation of 



80 Cohen 

bias even in these examples; they cite an experiment in which an 
anchor that was randomly chosen (by the spin of a roulette wheel) in 
the presence of the subjects also influenced estimates, despite the fact 
that no subject "could reasonably believe that (the anchor) conveys

' 

information." But it is far from clear that subjects accept assurances 
from experimenters regarding "randomness." In some cases, it may be 
quite reasonable for subjects to assume that the experimenter is lying. 
Gigerenzer and Murray (1987) cite base rate neglect experiments by 
Kahneman and Tversky (1973) in which subjects are told that person­
ality sketches are selected from a population of engineers and lawyers 
at random. In fact, of course, the descriptions were deliberately con­
structed to match stereotypes of doctors and lawyers. If subjects sus­
pect this (and, of course, they should), they will, as good Bayesians, 
ignore base rates. 

The credibility of many experiments may be undermined by the 
unrealistic precision with which information is provided. For example, 
a well-known reference effect experiment (Tversky & Kahneman, 
1981) asks subjects to choose between two medical options for fighting 
a disease that is expected to kill 600 people. In one condition the choice 
is between program A, in which 200 people will be saved for sure, and 
program B, which has a '/3 chance of saving 600 people and a % chance 
of saving none. In the other condition, the choice is between program 
C, in which 400 people will certainly die, and program D, which has a 
'/3 probability of no one dying and a % probability that 600 people will 
die. The choices in the two conditions are identical, but outcomes are 
described in programs A and B in terms of gains (saving people), and 
outcomes are described by C and D in terms of losses (people dying). 
Despite this identity, people tend to choose program A in the first 
condition al)d program D in the second. As Smithson (1989) points out, 
however, it is highly implausible to predict exact numbers of deaths in 
this kind of forecast; subjects may thus read unintended ambiguity 
into the outcome predictions. Berkeley and Humphreys (1982) argue 
that the description of program A suggests that at least 200 people will 
be saved, and that actions may be discovered that could result in saving 
more; the description of program C suggests that at least 400 people 
will die, but possibly more. Under this interpretation, A and C are not 
identical to the subjects. A similar interpretation of ambiguous out­
comes may affect experiments on "psychological accounts." Subjects 
who lose a $10 ticket may be less likely to buy a new ticket than 
subjects who lose a $10 bill because a variety of subsequent options are 
relevant (and ethically appropriate) in the case of the lost ticket: for 
example, they might instead try to convince a box office clerk to re­
place the ticket cir an usher to seat them (Berkeley & Humphreys, 
1982). 

-. 
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In all these examples, the subjects' rationality is rescued by more 
complex decision analytic structures: taking the wording of instruc­
tions as evidence for the correct answer, taking frequency data as 
imperfect evidence for the true base rate (conditional-on random selec­
tion), and elaborating a decision tree with -subsequent acts. To varying 
degrees, these are somewhat ad hoc adjustments; the problems that 
they address have the flavor of "experimental artifacts," which might 
be corrected simply by more carefully controlled experimental pro­
cedures (e.g., Fischhoff, 1982). The more important underlying les­
sons, however, concern the importance of understanding the way sub­
jects represent the problem and of studying decision making in 
contexts that are sufficiently similar to the real world that subjects _ 

know how to represent them. 
(b) Experimenter mismodeling. Bias findings may also be in­

conclusive due to deeper and more general errors in decision analytic 
modeling. A number of criticisms of the bias literature take on a quite 
formal and technical character. But they have in common with the 
issues examined above an emphasis on factors that may be important 
to subjects but overlooked by experimenters, and which can be incorpo­
rated into ever more complex decision analytic models. 

Discrepancies between experimenters and subjects in the perceived 
structure of a problem may occur because of differences in goals. Bell 
(1981, 1988) has developed a revision of expected utility theory that 
incorporates the feelings that a decision maker might expect to have 
after making a choice under uncertainty and discovering the actual 
outcome. Decision makers feel "regret" if they discover that a different 
alternative would have done better than the alternative they chose. 
They feel "disappointed" if the outcome they achieve does not match 
the outcome they expected. Avoiding regret or disappointment are 
goals that may trade off in a multiattribute utility framework with 
more standard goals such as financial gain. Bell uses these concepts to 
account for a variety of apparent decision "biases," including 
Ellsberg's (1961) paradox (in which decision makers prefer choices in 
which the probabilities of outcomes are known, to choices in which the 
probabilities of outcomes are unknown). 

Discrepancies between subjects and experimenters may also occur 
in fundamental beliefs or assumptions, for example, about the possi­
bility of change in model parameters. When people predict one quan­
tity (e.g., next year's economic growth rate) based on another quantity 
(e.g., this year's growth rate), their predictions typically do not "regress 
to the mean" as they should, given that the two quantities are imper­
fectly correlated; a very bad year is typically expected to be followed by 
another very bad year, instead of by a more nearly average year 
(Tversky & Kahneman, 1974). In a dynamic context, however, the re-
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gression fallacy may reflect sensitivity to fundamental changes; for 
example, the next year could be worse than the present year if the 
economy is in fact declining. In many cases, the costs of missing such a 
change would be significantly greater than the costs of a false alarm. 

Birnbaum (1983) has criticized the simple Bayesian updating rule 
that serves as a normative standard in base rate neglect studies (e.g., 
Kahneman & Tversky, 1973). The simple Bayesian model assumes, 
in the cab problem, for example, that the witness commits the very 
fallacy that the experimental subjects are accused of: that the witness 
did not consider base rates in making his own report! .Birnbaum de­
velops a more complex Bayesian inference model that uses signal de­
tection theory to model the witness, and in which the witness bal­
ances the costs of different kinds of errors in light of the base rates; 
such a model leads to the "biased" answer preferred by subjects in 
this experiment. 

There is a more fundamental problem with the base rate neglect 
studies. The experimenters assume that the frequency data provided 
in the instructions are decisive evidence for the "true" base rate 
(Niiniluoto, 1981; Birnbaum, 1983). Bayes's rule requires that the deci­
sion maker estimate the probability (before considering the witness's 
report) that a Blue cab would be responsible for an accident just like 
the one that happened, namely, hit-and-run, at night, at this location, 
and so on. But what they are given is quite different: the frequency of 
Blue cabs in the city. Subjects must decide for themselves whether this 
frequency is an accurate estimate of the required probability. They are 
free to discount it or disregard it, and should do so, for example, if they 
believe the larger company is likely to have more competent drivers 
than the smaller company, is less likely to have drivers who would 
leave the scene of an accident, and so forth (Gigerenzer & Murray, 
1987). 

The above explanation accounts for the finding that subjects do not 
neglect so-called causal base rates (the frequency of accidents by each 
cab company). This result is not necessarily a bias in favor of causal 
reasoning (Tversky & Kahneman, 1980); rather, subjects may have 
judged quite reasonably that information about the number of acci­
dents is stronger evidence for the required base rate than information 
about the number of cabs (cf. Bar-Hillel, 1980). Unfortunately, how­
ever, this more elaborate decision analytic model still falls short. It 
does not explain why, if noncausal base rates are deemed irrelevant, 
subjects do use noncausal base rates when the witness is dropped from 
the story. To accommodate this, the decision analytic model would have 
to be elaborated further, so that the impact of the frequency data was 
dependent on the presence or absence of other evidence. While formal 
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consistency might thus be restored, very little insight into the subjects' 
actual reasoning is provided. 

Overconfidence is perhaps one of the more intuitively understand­
able decision biases. Yet Kadane and Lichtenstein (1982) argue that 
calibration sometimes violates Bayesian·' normative constraints. In 
particular, when there is no feedback regarding whether or not pre­
dicted events occur, and when the predicted events are nonindepen­
dent, a consistent decision maker should not be calibrated. Events can 
be nonindependent because their occurren�e is influenced by some 
third event. For example, a pilot might believe that 90% of the airports 
in a given area will be closed if a storm intensifies, but that only 60% 
will be closed if it does not intensity. If the pilot thinks that the chance 
of intensification is 50 percent (and if he is a good Bayesian) he should , 
predict the chance of closing for each airport to be (.5)(.9) + (.5)(.6) = 
.75. But the true frequency of closings will turn out to be either 60% (in 
which case the pilot was overconfident) or 90 percent (in which case he 
was underconfident). In calibration studies, the same kind of noninde­
pendence could occur if a common cognitive model or reasoning meth-
od were utilized to assess the probabilities of different events. A Baye­
sian model that captured this would have to conditionalize probability 
assessments on the validity of specific aspects of the subject's own 
reasoning. 

Lopes (1982) has argued that an overly rigid normative standard is 
used in studying intuitions about randomness (e.g., Wagenaar, 1972; 
Kahneman & Tversky, 1972). The principle function of a concept of 
randomness is to serve as a baseline against which significant patterns 
(i.e., nonrandomness) can be detected. Judgments of randomness, 
then, will depend on the types of nonrandomness that are likely in a 
particular problem domain .. If random and nonrandom sets of patterns 
overlap (i.e., certain patterns could be either random or nonrandom), 
then the judgment will also depend on the relative costs of missing a 
significant pattern versus mistakenly identifying a random pattern as 
significant. So-called misconceptions of chance, then, may be the re­
sult of subjects and experimenters using different criteria of random­
ness. For example, .all sequences of heads and tails of the same length 
are equally likely in a coin toss, yet Kahneman and Tversky (1972) 
found that subjects regard sequences with representative proportions 
of heads and tails (e.g., HTHTTH) as more probable than sequences 
with less representative proportions of heads and tails (e.g., 
HHHHTH). In most real-world domains, detecting nonrandom se­
quences is less important than detecting atypical proportions (e.g., of 
defective products off an assembly line). The subject might, therefore, 
have failed to understand that they were to deal with the sequence as 
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such, instead classifying the coin tosses by the number of heads and 
tails. In that case, they were correct in regarding the event of five 
heads and one tail as less probable, hence more likely to be nonran­
dom, than the event of three heads and three tails. A more comprehen­
sive Bayesian model of randomness judgments might require prior 
probabilities for different patterns of nonrandomness in the appropri­
ate problem domain and a signal detection analysis of the costs of 
different kinds of errors. It is far from clear that such assessments 
could be meaningfully provided. 

Discussions of the belief bias often sound as though classical logic or 
probability theory dictated the answer: Contradictory evidence should 
prompt rejection of a contradicted hypothesis (cf. Popper, 1959); discon­
firming evidence should lower confidence in the hypothesis. Neither 
logic nor probability theory, however, is so definitive. The basic reason, 
in both cases, is that prediction from a hypothesis is always implicitly 
or explicitly dependent on auxiliary beliefs; the failure of the predic­
tion to come true may therefore lead to the rejection to these other 
beliefs rather than rejection of the target hypothesis. The impos­
sibility of definitive falsification is known in the philosophy of science 
as the Quine-Duhem thesis (Quine, 1961; Duhem, 191411962). An 
Army intelligence officer who has evidence that an attack will occur at 
a certain location, but who fails to discover in the photographic evi­
dence the expected forward movement of the enemy's artillery, need 
not change his belief in the location of attack. Instead, he can question 
the reliability of the negative indicator: Perhaps the enemy plans to 
omit the initial artillery barrage for purposes of surprise, or artillery 
in some other location has a sufficient range to cover the attack area, 
or artillery equipment is unavailable or not in working order, and so 
on; perhaps artillery movement occurred but could not be detected 
photographically, because weather, foliage, andlor intentional 
camouflage masked its presence. We quite properly calibrate our trust 
in one source of information (e.g., a witness, a scientific experiment, 
an instrument, our own senses) by reference to its agreement or dis­
agreement with other sources of information, and also by reference to 
its agreement or disagreement with our own beliefs (if a stranger tells 
me there is an elephant in the next room, I am unlikely to place much 
credence in anything he or she says). How could it be otherwise, since 
there is no directly revealed "ground truth"? 

This kind of reasoning can in fact be accommodated within Baye­
sian models, although at great cost in complexity. The impact of each 
piece of evidence on the hypothesis may depend on all the other evi­
dence that has been observed-that is, all potential observations may 
be combined into a single variable; the set of hypotheses may be ex­
panded to include all combinations of truth and falSity of the original 
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hypothesis and the auxiliary beliefs. In effect, such a model abandons 
the "divide and conquer" strategy of decision analysis (although Pearl, 
1988, has made some efforts to simplify the modeling of some of these 
effects). Bayesian models may also permit the impact of evidence to 
depend on prior beliefs, by conditionalizirig e-vidence assessments on 
the decision maker's own probability judgments (e.g., French, 1978)­
but at the price of even greater loss of economy. A final source of 
complexity is the requirement to explicitly mode� all the possible tem­
poral orders of the evidence, since two conflicting pieces of evidence 
may be interpreted differently depending on which is experienced first 
(Woodcock, Cobb, Familant, & Markey, 1988). It is extremely implaus­
ible to suppose that decision makers have explicit and exact models of 
this sort in their heads that anticipate their potential reactions to 
every possible state of affairs. Such models provide no real insight into 
the reasoning of decision makers: they do not tell us what it is that 
does or does not make sense about belief bias behavior. 

A confirmation bias has also been found in the process of collecting 
information to test a rule. As noted above, Wason (1968) used rules of 
the sort: If there is a vowel on one side of a card, there is an even 
number on the other. Of four cards, showing an A, B, 4 and 7, respec­
tively, subjects chose to turn over the cards with A and 4. According to 
Wason's simple logical model, the card showing a 4 cannot falsify the 
rule, whereas the card showing a 7 could (if there were a vowel on the 
other side). There is strong reason, however, to doubt the general ap­
plicability of such a simple model. A scientist testing the hypothesis 
that "All ravens are black" will hardly set out collecting nonblack 
things to determine whether they are ravens (this has been called the 
paradox of confirmation; Hempel, 1965). Even if the hypothesis under 
investigation is really false (hence, there is a nonblack raven some­
where), the scientist will find the nonblack raven faster by looking at 
ravens than by looking at nonblack things. The reason lies in knowl­
edge about the domain: If the rule is false, the proportion of nonblack 
things that turn out to be ravens will still be much smaller than the 
proportion of ravens that turn out to be nonblack. A fairly complex 
Bayesian model is required to represent such beliefs (Horwich, 1982, 
pp. 53-62), but they appear to be quite general across problem do­
mains: Useful rules link reasonably specific classes to one another 
(e.g., ravens and blackness), while the complements (nonravens, non­
black things) will be larger and more diverse. If subjects (mistakenly) 
carry over these strategies to the card task, turning over the 7 would be 
rejected as an inefficient method for rule falsification. Klayman and 
Ha (1987) provide a similar analysis of a rule discovery experiment by 
Wason (1960). 

In all these examples, experimenters appear to have applied an 
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overly simple decision analytic model to their own problems-perhaps 
as a sort of satisficing in the face of complexity. Potentially important 
factors are not captured by these models. In particular, subjects do not 
accept information provided to them at face value; they evaluate in­
structions, randomness, base rates, conflicting evidence, and potential 
tests of hypotheses in the light of real-world knowledge (sometimes 
inappropriately extrapolating from familiar to unfamiliar settings). 
Subjects' performance can, in principle, be accounted for by more com­
plex decision analytic models-indeed, virtually any decision-making 
performance could be captured by some decision analytic model, given 
the freedom in choosing structure and inputs (Glymour, 1980). For this 
very reason, of course, the exercise of inventing a decision analytic 
model to predict subjects' responses does not prove that their decision 
processes are "rational." 

In the absence of more systematic investigation, however, the very 
existence of alternative models compels us to suspend judgment about 
which model is appropriate. It is at least equally arbitrary to assume 
that subjects' beliefs and goals are best fit by the models adopted by 
experimenters. Abstractly fitting performance to a convenient norma­
tive template is of little help in evaluating a reasoning process. The 
flexibility of decision analytic modeling is a virtue if one is looking for 
an intellectual tool, but is a drawback if one is looking for a Platonic 
test of rationality. 

It seems implausible, to say the least, that subjects would be able or 
willing to provide the many precise assessments demanded by the 
models that fit their behavior. In other words, the models that make 
the subjects' behavior appear rational are not very successful as poten­
tial intellectual tools. But it shouldn't be necessary to prove that sub­
jects were actually using (or could use) the hypothesized models. It 
would be enough to show that they are sensitive in an roughly appro­
priate way to the variables contained in the model. Developing such 
models highlights variables to which subjects might in fact be sensi­
tive, such as the credibility of base rates and evidence, or the different 
types of "nonrandomness" that characterize different domains. The 
question to which we now turn is whether there are simpler and more 
illuminating (but also normatively plausible) processing strategies in 
which such variables might be incorporated. 

Challenge (6): There are alternative, non-Bayesian normative 
concepts that justify the decision maker's way of 
approaching the problem. 

Challenge (6) represents the most fundamental criticism of the deci­
sion bias paradigm. It rejects the definition of formal consistency that 

�. 
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has been used to characterize and define decision biases. It argues, in 
essence, that rationality cannot be equated with decision theory; deci­
sion theory is one of a set of competing claims regarding what it means 
to make rational decisions. An extreme variant is (a) that biases are 
not possible in principle, because the chIef criterion for adopting a 
normative theory is its fit to actual decision making behavior (L. J. 
Cohen, 1981); if (nonstressed) behavior disagrees with the model, the 
model must be automatically dropped. A more moderate position is (b) 
that a variety of alternative normative frameworks and prescriptive 
concepts now exist for decision making (e.g., Zadeh, 1965; Shafer, 
1976; L. J. Cohen, 1977), and some of these may shed more light than 
decision analysis on the thought processes that decision makers actu­
ally utilize, and perhaps provide a more adequate tool for helping them 
make better decisions. 

(a) The possibility of biases. In the previous chapter, we discussed 
different paradigms for the relationship between normative and de­
scriptive. When decision-making behavior disagrees with a normative 
model, the rationalist paradigm condemns the behavior; the formal­
empiricist paradigm will consider changing the model-as long as the 
new model has some degree of formal plausibility. L. J. Cohen's posi­
tion seems to drop the latter qualification: the model must be changed 
if it disagrees with behavior. Before addressing Cohen's challenge, let 
us back up and ask what we mean by "normatively correct" decisions. 
What basis is there for choosing among competing normative frame­
works? It is helpful to distinguish three kinds of arguments, which 
may be loosely described as formal, colinitive, and behavioral: 

• Formal: justifies models like Bayes' rule of maximization of subjec­
tively expected utility by deriving them from "self-evident" axioms. 
This is the only kind of normative justification according to ortho­
dox Bayesians. Not coincidentally, Bayesian theory has a preemi­
nent claim to validity on this basis. De Finetti (1937/1964), for 
example, showed that, unless your beliefs and choices conform to 
the rules of decision theory, a clever opponent could turn you into a 
"money pump," that is, devise a set of gambles in which you would 
inevitably lose. Savage (1972), Lindley (1982), and others have pro­
vided derivations of decision theoretic constraints from other ax­
ioms. Axiomatic justifications of other normative approaches have 
also been developed, however (e.g., fuzzy set theory: Bellman & 
Giertz, 1973; Nau, 1986). 

• Cognitive: justifies a model (e.g., Bayes's rule or multiattribute util­
ity analysis) in terms of its own face validity and practicality. Two 
kinds of cognitive considerations have been advanced in recent dis­
cussions: (a) Does the model require inputs about which the decision 
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maker has confident and precise intuitions (von Winterfeldt & Ed­
wards, 1986)? (b) Are the operations applied by the model to the 
inputs plausible-that is, is there a strong analogy between the 
problem at hand and "canonical examples" of the application of 
the model (Shafer, 1981, 1982; Shafer & Tversky, 1988)? For some 
theorists, normative justification is exclusively at this cognitive 
level-although there is disagreement among them on whether de­
cision analytic models will always come out on top (von Winterfeldt 
& Edwards) or whether alternatives might sometimes be justified 
(Shafer). For orthodox Bayesians, cognitive concerns are important, 
too, but merely from an engineering, not a normative, standpoint: 
Bell, Raiffa, and Tversky (1988) and Brown (1989a) propose a "pre­
scriptive" science to bridge the gap between "normative" con­
straints (thought of as purely formal) and "descriptive" shortcom­
ings of real decision makers. 

• Behavioral: justifies a model in terms of the match between its 
out puis and the actual performance of decision makers (under non­
stressed conditions); a normative theory must be revised if it does 
not describe "human intuitions in concrete, individual cases" (L. J. 
Cohen, 1981). Systematic flaws in decision-making competence (i.e., 
biases) are ruled out by definition; errors can only be the by­
products of ignorance about the correct methods or of performance 
limitations such as fatigue, lapses of memory, inattention, and lack 
of motivation. L. J. Cohen has championed this position in its most 
extreme form, but arguments are quite common in the mainstream 
normative literature for the superiority of one or another frame­
work based on the plausibility of its conclusions in specific exam­
ples (e.g., Zadeh, 1984; Bell, 1982; Ellsberg, 1961). 
For each of these levels-axioms, models, and outputs-there are 

theorists who regard it as the exclusive touchstone of rationality. But 
no one of these levels, I argue, is adequate by itself: 

• Limitations of the formal level: Axiomatic derivations say that if 
you accept the axioms, you must accept the model (e.g., Bayesian 
inference, maximization of SEU); but if you don't accept the axioms, 
you need not accept the model. Yet every derivation in the literature 
requires one or more axioms that have no inherent plausibility. For 
example, Savage (1972) assumes that decision makers always know 
their preferences among gambles; they either prefer gamble A to 
gamble B, prefer gamble B to gamble A, or are indifferent-but 
they are never ignorant (Shafer, 1988). Lindley (1982) makes an 
equivalent assumption: that uncertainty is to be measured by a 
single number (although at least two numbers would be needed to 
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measure the decision maker's confidence in her own probability 
assessments). 

What do we gain by giving up the noncompelling axioms? Non­
Bayesian systems may have attractive features, especially at the 
cognitive level, that Bayesian decision"theory lacks: alternative, 
richer frameworks may more adequately represent types of uncer­
tainty that characterize real-world problems, such as incomplete­
ness of evidence, vagueness, and imprecision. Even Bayesians must 
implicitly give up formal justification (which requires the assump­
tion that all probabilities and preferences are precisely known) in 
order to make sense of applied decision analysis as a tool for gener­
ating unknown probabilities and preferences from known ones. 

How much do we lose by rejecting the noncompelling axioms? 
Systems that permit ignorance about beliefs and preferences (i.e., 
which measure uncertainty by more than one number), such as 
fuzzy logic or Shafer-Dempster belief functions, may still possess 
the attractive properties contained in the other axioms, for exam­
ple, independence of beliefs and preferences. Is a framework which 
is consistent with all the other axioms really less justified than 
decision theory? The only thing such frameworks lack, by com­
parison with Bayesian theory, is the demonstration of their unique­
ness via axiomatic derivation. Being a doctrinaire Bayesian, from 
this point of view, is like preferring to live in a uniquely tiny house 
instead of in a comfortable house that is the same size as your 
neighbors' . 

• Limitations of the cognitive level: Cognitive criteria emphasize the 
fit between the inputs required by a model and the decision maker's 
knowledge, and between the processing required by the model and 
the decision maker's judgments of plausibility: that is, normative 
models are good "tools" for generating needed probabilities and 
preferences from known probabilities and preferences. But the tool 
metaphor, taken by itself, has trouble with a crucial features of real 
decision aiding: The iterative process by means of which initial 
models are replaced by better ones until both analyst and decision 
maker are satisfied. What partially drives this process is the fact 
that decision makers often come to a problem with intuitions not 
only about the inputs to a model, but about the answer as well. When 
a model gives answers that are widely discrepant from intuitions, 
decision makers quite properly want to reexamine the model and 
improve it. A direct judgment or choice regarding the answer to the 
problem might sometimes capture the decision maker's knowledge 
more effectively than a more detailed analysis. It may sometimes 
make sense to resolve inconsistency by changing the model. 
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• Limitations of the behavioral level: According to the behavioral 
criterion, we should always abandon a model when we don't like the 
answers. But if this were true, decision making (under nonstressed 
conditions) could never be improved by analysis; the status quo 
would always be best. In fact, however, models can and do cause 
decision makers to change their minds. Models can be persuasive 
because they have certain very general attractive properties (e.g., 
independence of preferences and beliefs), or-perhaps more 
importantly-because they seem to organize all the relevant factors 
in a particular problem in a reasonable way. It is arbitrary to take 
intuitions about specific cases seriously, as L. J. Cohen

· 
(1981) urges, 

but to dismiss more general intuitions about the fit between the 
problem and a model (the cognitive level) and the more abstract 
intuitions about formally desirable properties. (L. J. Cohen, 1983, 
himself seems to have come around to such a view.) 

Formal, cognitive, and behavioral criteria are all, in the end, "intui­
tions" (Einhorn & Hogarth, 1981}-it is hard to justify the absolute 
epistemological priority to one set over the other. According to one 
view of justification (Goodman, 1965; Rawls, 1971; Daniels, 1979), nor­
mative judgments involve an equilibrium between general principles 
and performance: We amend the general principles if they imply a 
practice we are unwilling to accept, and we amend practice if it violates 
a principle we are unwilling to amend. "The process of justification is 
the delicate one of making mutual adjustments between (principles 
and practices); and in the agreement achieved lies the only justifica­
tion needed for either" (Goodman, 1965, p. 64). 

Some writers have been alarmed at the "relativistic" implications of 
this view; any practice is justified if it fits the principles a decision 
maker happens to accept (e.g., Stich & Nisbett, 1980). This criticism 
confuses the process of justification with successful justification. We 
need not regard a behavior as successfully justified simply because an 
equilibrium of this sort has been achieved. One equilibrium can be 
more convincing than another-if it draws on a wider range of more 
plausible theories (the formal level), if it organizes more of the deci­
sion maker's knowledge (the cognitive level), and if it fits a wider 
range of behavior. The success of the behavior in achieving real-world 
goals (cf. Thagard, 1988) is also a legitimate indicator of the validity of 
a normative framework; in fact, our intuitions may themselves be the 
product of an evolutionary past comprising a long series of actual 
successes and failures. 

What are the implications of this view for decision biases? How 

-, 
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people actually make decisions is a relevant consideration in evaluat­
ing a normative model of how they ought to decide. Is the normative 
evaluation of decision making, therefore, completely circular? Must 
systematic decision-making errors be dismissed as impossible? No. The 
reason is that other criteria besides the -behavioral also contribute 
legitimately to the evaluation of normative models: that is, at the 
formal level-desirable general properties; and at the cognitive 
level-a match of the model's required inputs and modes of processing 
to the knowledge representations and plausibility judgments of deci­
sion makers. Because of these other criteria, normative models may 
survive behavioral disagreement; if cognitive or formal criteria 
strongly support the model, behavioral disagreement may cause us to 
amend the behavior. 

Nevertheless, L. J. Cohen (1981) was not all wrong. When behavior 
clashes with a normative model, there is always a force of at least some 
magnitude pulling away from the "error" verdict: The more systematic 
the "errors," and the more prevalent they are among successful practi­
tioners or experts, the greater the feeling that we should modify theory 
rather than condemn the practice. Like other tradeoffs (see the discus­
sion of challenge 3 above), precise and confident judgments of the 
relative importance of these criteria may simply not be realistic. In the 
real world (e.g., applications of decision aiding or training), we may 
have to decide on a case-by-case basis. The most constructive strategy 
is to use conflicts between behavior and model as a prompt for ex­
panded understanding of both. For example, in our discussion of chal­
lenge 5, violations of behavioral consistency led to revised decision 
analytic models. Some of these new models proved to be unpersuasive 
on the cognitive level, however, because of their complexity and the 
difficulty of the inputs they required. The next step is to look at revi­
sions at the formal level, that is, non-Bayesian normative frameworks 
that may shed more light on decision making processes than complex 
Bayesian models. 

(b) Alternative normative concepts. In the past two decades 
there has been a lively debate in the normative research community 
regarding alternative concepts and methods for reasoning with uncer­
tainty (e.g., Smithson, 1989; Cohen, Schum, Freeling, & Chinnis, 1985; 
Kanal & Lemmer, 1986). This ongoing competition among normative 
concepts has been largely, though not entirely, disregarded by psychol­
ogists concerned with studying human decision biases (but see Shafer 
& Tversky, 1988). Yet one of the key issues of that debate has been 
decision making under varying conditions of knowledge and igno­
rance; some of the suggested solutions may, therefore, illuminate un-
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aided decision making in the real world. We will focus here on one such 
approach: a framework for assumption-based reasoning that formal­
izes effective metacognitive control over the application of knowledge. 

Classical Bayesian theory has no easy way to represent the amount 
of knowledge or ignorance underlying an uncertainty judgment. A .5 
probability that Jones will beat Smith in a tennis match may represent 
thorough knowledge of the capabilities of the two players, leading to 
the conclusion that they are evenly matched, or it might reflect com­
plete ignorance (Gardenfors & Sahlin, 1982). Similarly, a .9 proba­
bility might be based on a lot of evidence or very little. From a Baye­
sian point of view, choices should be unaffected by decision makers' 
confidence or lack of confidence in their own beliefs: the decision 
maker whose .5 probability represents a large amount of knowledge 
should act in precisely the same way as the decision maker whose .5 
probability represents virtually no knowledge at all. Nevertheless, 
real choices are affected, not just by probability, but by degree of 
knowledge (Ellsberg, 1961). People may prefer to bet on either player 
in a tennis match in which the opponents are known rather than bet on 
either player in a match whose players are unknown, even though the 
"probabilities" should be 50-50 in each case. These choices violate the 
probability axioms: the less well-understood "probabilities" appear to 
sum to less than 1.0. Yet such choices can seem quite reasonable on 
reflection. 

According to a number of normative theorists (e.g., Ellsberg, 1961; 
Gardenfors & Sahlin, 1982; Levi, 1986), under conditions of ignorance 
decision makers are entitled to fall back on non-decision-analytic crite­
ria of choice. One such criterion, for example, involves comparison of 
options in terms of their worst-case outcomes. A worst-case strategy 
would reduce the desirability of betting on either of the unknown 
players in a tennis match: Since both Smith and Jones are unknown, it 
is possible that Jones is much worse than Smith, and it is possible that 
Smith is much worse than Jones. An alternative, equally permissible, 
decision strategy is to evaluate unknown probabilities in terms of the 
best case. More generally, to the extent that a decision maker's knowl­
edge does not specify exact probabilities, preferences, or actions, she is 
free to adopt assumptions within the range permitted by her 
knowledge. 

Assumption-based reasoning has received considerable attention 
from the artificial intelligence community as a method for handling 
incomplete information (e.g., Doyle, 1979; deKleer, 1986). Unfortu­
nately, in these assumption-based systems, the process of metacogni­
tive control, for example, revising assumptions when they lead to con­
tradictory results, is largely arbitrary. Cohen (1986, 1989) has 
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proposed a system that provides for higher order reasoning (i.e., meta­
cognition) about the assumptions in quantitative models; in turn, 
quantitative measures of the reliability of beliefs, the magnitude of 
the conflict, and the responsibility of particular assumptions for the 
conflict guide the processes by which assumptions are adopted, evalu­
ated, and revised. 

Techniques of this sort may capture aspects of naturalistic reason­
ing more successfully than the decision analytic paradigm. In particu­
lar, the notion of assumption-based reasoning fits several recently 
proposed models of naturalistic decision making quite well (see 
Lipshitz, this volume). According to Lipshitz (in his theory of decision 
making as Argument-Driven Action) and Klein (in his theory of 
Recognition-Primed Decision Making), decisions do not involve explicit 
comparison and choice among alternatives. Instead, a single action is 
generated by matching the current situation to known cases; this is 
followed, optionally, by a process of verifying or critiquing the gener­
ated action, rebutting the critique, and (if necessary) modifying or 
rejecting the option. Similarly, I have proposed (Cohen, 1989) that in 
inference problems, a "first-blush" or normal reaction to a piece of 
evidence is followed, optionally, by consideration of possible exception 
conditions or rebuttals, and possibly by a revised interpretation of the 
evidence. More generally, an action or inference, once it has been gen­
erated, is assumed appropriate, until reasons are found to believe 
otherwise. 

In the last section, we observed patterns of behavior that violated 
simple decision analytic models, but which could be accommodated 
within far more complex (but less plausible) decision analytic models. 
For example, a first step toward handling "base rate neglect" was a 
Bayesian model that explicitly evaluates the reliability of the experi­
mentally provided frequency data as evidence for the true base rate. 
This model fails, however, to accommodate the apparent inconsistency 
in evaluation from one condition to another: when individuating evi­
dence (the witness) was available, frequency data were apparently 
regarded as unreliable; but when no individuating evidence was pre­
sent, frequency data were apparently regarded as reliable. A far more 
complex model is required at this point, which anticipates every possi­
ble combination of evidence and frequency data. An account in terms of 
ignorance an(i assumption-based reasoning, by contrast, stays simple: 
It divides the work of the complex model between simple first-level be­
liefs and simple metalevel rules. 

In the base-rate studies, it is reasonable to suppose that subjects are 
unsure about the reliability of the frequency data: They are not told 
the source of the information or how recent it is; they are told nothing 
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about other relevant factors that could distinguish the two cab com­
panies (e.g., competence of drivers, training not to le,ave the scene of an 
accident); finally, they have virtually no experience with information 
of this kind in comparable settings (either experimental or real world). 
Nevertheless, in the absence of any other information, they may well 
be prepared to assume that the frequency data are reliable and rele­
vant. Such an assumption, however, is not equivalent to a belief based 
on knowledge: it is subject to change. In particular, conflict between 
the frequency data (e.g., the proportion of Blue cabs in the city = .15) 
and individuating evidence (e.g, the witness says the guilty cab was 
Blue) triggers a process of problem solving in which the'assumptions 
that contributed to the conflict are reexamined and possibly revised. In 
the presence of individuating data, therefore, subjects may retract 
their assumption that the frequency data are reliable. There is no 
inconsistency in beliefs, only a quite reasonable change in 
assumptions. 

The so-called belief bias, in which new evidence is reinterpreted to 
fit a prior hypothesis, is subject to a very similar analysis. This phe­
nomenon can also be handled in a decision analytic model; within such 
a model, evidence items will not be independent of one another condi­
tional on the hypothesis, as they are in standard Bayesian models; in 
fact, evidence and prior probabilities would not be independent either. 
Such a model, however, is often intractably complex and requires pre­
cise assessments of how the decision maker will respond to every com­
bination of internal prior judgments and external events; the model 
must be complicated even further if the temporal order of the evidence 
is taken into account. 

The most plausible way to handle belief bias behavior is not to 
impose complex Bayesian models of belief change, but to introduce a 
notion of assumption-based reasoning. Decision makers are not com­
pletely confident ahead of time about the meaning of every' piece of 
evidence they are likely to encounter. In the normal course of events, 
assumptions are adopted in order to facilitate the smooth incorpora­
tion of new data into a preexisting framework, or schema (as in 
Piaget's assimilation or Thomas Kuhn's normal science). Sometimes 
the requirement to assimilate data conflicts with the assumptions usu­
ally adopted (e.g., that a source of information is reliable until proven 
otherwise, or that the worst case outcome will occur); the usual inter­
pretation may then be overridden (either by an automatic, expectancy­
driven process or by conscious reflection) and the data "explained 
away." The same piece of evidence may thus have a different interpre­
tation as a function of the context of other evidence and beliefs in 
which it occurs. Assimilation, however, can be carried too far. In a 
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dynamic environment, if a long series of apparently conflicting pieces 
of evidence has been explained away, the decision maker may grow 
uneasy. At some point, he or she may realize that a simpler .overall set 
of beliefs and assumptions can be achieved by rejecting the favored 
hypothesis. Examples of this sort of "Gestalt shift" are the "scientific 
revolutions" referred to by Kuhn (1962). 

According to Fischhoff and Beyth-Marom (1983), people choose to 
perform tests that, no matter what information they actually obtain, 
will be interpreted as confirming their favored hypothesis. Baron, 
Beattie, and Hershey (1988) found that subjects consistently overesti­
mated the value of questions that were regarded as useless by a Baye­
sian value-of-information model. Another possibility, however, is that 
the Bayesian value-of-information model missed the point. In that 
model, the potential impact of an observation is based on the interpre­
tation that the decision maker assigns to it at the present time. But the 
present interpretation of the evidence may depend on assumptions, 
which are subject to change. Suppose, for example, that subsequent 
evidence continues to be interpreted as confirming the hypothesis, but 
that more and more work to "explain away" is required to do this. At 
some point, the decision maker does change her mind: the cumulative 
effect of all this "confirming" evidence is a disconfirmation! The tests 
that produced that evidence clearly did have value, even if no single 
one of the tests could have caused any perceptible change in belief at 
the time it was performed,. 

A similar approach might illuminate the dynamic aspects of choice 
behavior. According to multiattribute utility analysis, precise prefer­
ences among criteria exist in the decision maker's head waiting to be 
elicited; when the appropriate algorithms are applied to such prefer­
ences, one and only one option (barring exact ties) always turns out to 
be best. Choice in the real world, however, is often a dynamic process, 
in which changing assumptions about goals and options reflect in­
creasing understanding of preferences. This process may involve 
rather sophisticated and active problem-solving steps. For example, 
when goals are in conflict (Le., no single alternative satisfies all the 
criteria), decision makers may reexamine assumptions: they may drop 
some goals or change their priority, they may relax or qualify the 
scoring of alternatives on various criteria, or they may try to discover 
alternative means to the same ends. By contrast, when evaluative 
criteria are incomplete (Le., an insufficient number of options have 
been eliminated), decision makers may look for additional plausible 
assumptions: they may explore reasons to strengthen one or more of 
the original goals; they may look for additional goals; they may scruti­
nize the performance of candidates on various criteria more closely; 
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they may even find a way to make more precise tradeoff judgments. A 
multiattribute utility analysis, by giving a definitive answer pre­
maturely, may forestall rather than facilitate improved understanding. 

The same principles may apply to a variety of other biases in in­
ference and choice. Assumptions regarding predictability and change 
in underlying processes may affect the so-called regression fallacy, in 
which overextreme predictions of one quantity are made based on an­
other quantity. Assumptions about various possible exceptions to a 
conclusion may influence overconfidence (such assumptions are neces­
sary, under certain conditions, for the achievement of calibration). As­
sumptions about the types of nonrandomness to be expected in particu­
lar domains may influence judgments of randomness. Assumptions 
about the representativeness of recalled instances may underlie avail­
ability effects. In many experiments, subjects may make assumptions 
about the relevance or credibility of experimentally provided 
information. 

On what grounds do I claim that a system of assumption-based 
reasoning can be "normative"? Clearly, anyone for whom Bayesian 
decision theory and/or logic are normative by definition will be un­
moved by such a claim. From a naturalistic point of view, however, we 
consider the cognitive and behavioral plausibility of a proposed norma­
tive framework in addition to its more formal virtues. From this point 
of view, assumption-based reasoning is entirely defensible: 

. 

• Formally, it retains the more compelling axioms underlying deci­
sion analysis, since many important inconsistencies are attributed 
to changes in assumptions rather than to firm beliefs and prefer­
ences (Levi, 1986; Kyburg, 196811988). Changes in preferences, for 
example, as the decision maker learns which options are feasible 
can be accommodated without sacrificing the independence of (firm) 
preferences and (firm) beliefs. 

• Cognitively, assumption-based models require more natural inputs 
and provide more plausible processing of those inputs than decision 
analytic models. First, they do not demand assessments (e.g., of the 
reliability of information) that are more precise than the decision 
maker's knowledge or capacity permits. Assumption-based reason­
ing is tailored to limited-capacity processing, in which it is not 
possible to marshall all the information that may conceivably be 
relevant for every decision. Assumptions help a person make more 
effective use of the knowledge that is available, by permitting selec­
tive focus on hypotheses, outcomes, and dimensions about which she 
has the most information (by assuming, provisionally, that unex­
amined possibilities contain no surprises). Problems with the first-
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pass solution prompt activation of additional parts of the decision 
maker's knowledge, or additional external information collection. 

The assumption-based approach also seems inherently more plau­
sible than the standard decision analytic model. Bayesian updating 
handles conflicting evidence, in effect; by -taking an average; there 
is never a definitive picture of the situation, in which conflict is 
explained or resolved. Assumption-based reasoning, by contrast, 
takes conflict as a symptom that something might be wrong in the 
reasoning that led to the conflict, and uses it as a stimulus to find 
and correct mistakes (Cohen, 1986, 1989). It exploits the oppor­
tunity for self-correction in dynamic environments. 

• Finally, the assumption-based model matches actual decision­
making performance far more closely. If one doctor says a child has 
the mumps and the other says she has measles, parents might differ 
in their responses: some might assume one doctor was correct, and 
disregard the other; other parents would look for a third doctor, 
investigate the credentials of the two conflicting doctors, or explore 
the reasons for their diagnoses in more depth. But very few parents 
would take an average (i.e., settle for an inconclusive assignment of 
probabilities to the two possibilities). If both doctors happened to 
assign a very small probability to a third disease, a Bayesian model 
would assign full support to the "compromise" -even though nei­
ther doctor regarded it as

' 
an important possibility (Zadeh, 1984). 

Assumption-based strategies also pervade highly successful "ex­
pert" reasoning. For example, scientists seek a coherent picture of 
nature rather than an assignment of probabilities to alternatives: 
They try to explain unexpected new observations by means of mini­
mal adjustments in existing theory (Quine, 1960); and they adjust 
(or "calibrate") experimental procedures until the procedures pro­
duce theory-predicted results (Greenwald, Pratkanis, Leippe & 
Baumgardner, 1986). The alternative to these practices is a "dis­
belief bias," that is, abandoning a theory at the first sign of trouble, 
probably crippling science's ability to find (or impose) regularities 
in nature. The relatively sudden shifts that characterize "scientific 
revolutions" suggest a process of initially explaining away conflict­
ing data, then reexamining and revising assumptions-as opposed 
to the continual changes in probability characteristic of Bayesian 
models. 

By fitting a variety of actual behaviors into the framework of 
assumption-based reasoning, however, we by no means imply that all 
decision-making performance is normatively correct. The preponder­
ance of evidence suggests that actual behavior will not perfectly fit 
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any normative model that is also plausible on cognitive and/or formal 
grounds. The goal is to devise normative models that are illuminating 
and insightful: that is, they must provide a close enough fit to actual 
decisions and decision processes so that the discrepancies really do seem 
like errors that are worthy of attention. 

What kinds of decision errors, then, does an assumption-based theo­
ry of decision making identify? Biases, from this point of view, are 
defects in the metacognitive processes that control the verification and 
revision of conclusions. In the assumption-based model, as in Bayesian 
decision theory, errors involve formal inconsistency; but the system 
within which consistency is now defined has been tailored to fit the 
processes and constraints that affect real-world problem solving. For 
example, 

• Belief bias: It is not automatically an error when decision makers 
"explains away" an apparently conflicting piece of evidence; how­
ever, they may explain away "too much" conflicting evidence, and 
(especially in a time-stressed environment) fail to maintain a sense 
of "cumulative doubt" that triggers the reassessment of a favored 
hypothesis. Moreover, the opposite error is also possible: they may 
take evidence literally when they should have questioned it-that 
is, explained it away. 

• Overconfidence: In assessing uncertainty, decision makers, may 
overlook important exceptions to a conclusion (overconfidence); al­
ternatively, however, they may take far-fetched possibilities too se­
riously, paralyzing effective inference and action. 

• Satisficing, elimination-by-aspects: It is not automatically an error 
for decision makers to adopt goals on evaluative dimensions and to 
neglect tradeoffs; however, it is an error if they fail to raise or lower 
their goals realistically in the light of their achievability. Once 
again, adjusting their goals too much or too soon may also be an 
error. 

• Ellsberg's paradox: By focusing on the worst case, decision makers 
may miss important opportunities; or by focusing on opportunities 
(the best case), they may overlook risks. However, they may also go 
wrong by trying to summarize multiple outcomes or dimensions by 
an abstract average (incorporating both worst and best cases) that is 
poorly correlated with successful action. 

The assumption-based approach formalizes and refines our under­
standing of the kinds of errors we have already identified, in our 
discussion of the other challenges: failure to compensate for shortcom­
ings of decision strategies, failure to make midcourse corrections in an 

• 
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inference or choice, failure to effectively exploit knowledge and to 
efficiently deploy capacity. Systematic errors of this type may well 
exist, but such "decision biases" are clearly not the ones to which we 
have grown accustomed. The "cure" may also be different from what is 
usually supposed: It need not require the imposition of decision analyt­
ic models. Decision making should be both understood and improved in 
its own terms. 

KEY POINTS 

• Even if decisions are inconsistent or biased, real-world environmen­
tal factors may often prevent undesirable outcomes. 

• Formally inconsistent decision processes can lead to a useful outcome 
because they embody the decision maker's real-world knowledge. 

• The benefit of reduced cognitive effort in decision making can often 
justify the use of a formally deficient procedure. 

• Appropriate normative modeling of tasks may show that decisions 
should not be regarded as flawed in even the narrowest sense. 

• Improvements in decision making need not require imposing ana­
lytic methods. 
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Chapter 5 

Converging Themes in the Study of Decision 
Making in Realistic Settings 

Raanan Lipshitz 
University of Haifa 

How do people actually decide in realistic settings? In Chapter 1, Or­
asanu and Connolly described why such decisions are sometimes so 
tough: time pressures, ill-structured problems, uncertain and in­
complete information, shifting goals, action-feedback loops, high 
stakes, multiple players, and organizational context. The list is formi­
dable, yet people carry on-and sometimes excel-under these circum-
stances. How do they do it? 

' 

So far there is no unified ."decision theory" that can answer this 
puzzle and I do not intend to propose one in this chapter. What I do is 
review some partial answers that have been proposed by different 
researchers in the form of models of decision making in various set­
tings. I describe the models and discuss their differences and sim­
ilarities, so that, by the end of the chapter you should have a clearer 
idea of how decisions are actually made and how proficient decision 
makers can be counted on to do a good job. The chapter reviews nine 
models: Noble's model of situation assessment (Noble, 1989; Noble & 
Mullen, 1987; Noble, Grosz, & Boehm-Davis, 1987); Klein's model of 
Recognition-Primed Decisions (Calderwood, Crandall, & Klein, 1987; 
Klein, 1989; Klein, Calderwood, & Clinton-Cirocco, 1986); Pennington 
and Hastie's model of explanation-based decisions (Pennington & 
Hastie, 1986, 1988); Montgomery's dominance search model (Dahl­
strand & Montgomery, 1984; Montgomery, 1983, 1989a; Montgomery 
& Svenson, 1989a); Beach and Mitchell's image theory (Beach, 1990; 
Beach & Mitchell, 1987; Beach, Smith, Lundell, & Mitchell, 1988); 
Rasmussen's model of cognitive control (Rasmussen, 1983, 1985, 1989); 
Hammond's cognitive continuum theory (Hammond, 1986a, 1988; 
Hammond, Hamm, Grassia, & Pearson, 1987; Lusk, Stewart, & Ham-
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mond, 1988); Connolly's model of decision cycles (Connolly, 1982, 1988; 
Connolly & Wagner, 1988); and my own model of argument-driven 
action (Lipshitz, 1989). Why have I chosen these models rather than 
others? First, and foremost, they all deal with real-world decision mak­
ing, that is, with decisions that are meaningful to the decision makers 
who have some relevant knowledge or expertise in regard to them. 
Second, I am not interested in models that grew out of classical deci­
sion theory (Hogarth, 1987; Kahneman, Slovic, & Tversky, 1982), be­
cause I think that the growing doubts on their applicability to real­
world decisions indicate that it is time to try a different approach 
(Beach & Lipshitz, this volume; Cohen, this volume; Einhorn & 
Hogarth, 1981; Fischhoff, Goitein, & Shapira, 1982; Funder, 1987; 
Klein, 1987; March, 1978; Wallstein, 1983). Third, I wish to keep the 
scope limited to decision making by individuals and so omitted models 
that were geared to the group or organizational level (Chapters 1 9  and 
20 in this volume cover team decision making). Undoubtedly there are 
other models that can be added, but my goal is not to write an exhaus­
tive literature review. I simply wish to explore the extent of agreement 
between some recently developed models of how decisions are actually 
made. 

Reading descriptions of nine different models can be quite confus­
ing. 1b reduce the confusion, I group the models in two basic catego­
ries. The first category consists of process models, which describe the 
sequence of phases in which decisions are made. The second category 
consists of typological models, which classify decision processes (e.g., 
as intuitive or analytic) and discuss the contingencies under which 
each type is-or ought to be-used. Although some models fit both 
categories, I retain the dichotomy for ease of presentation and to high­
light the principal features of the various models. 

After reviewing the nine models, I identify their common features 
and evaluate the extent to which they address the features of real­
world settings discussed by Orasanu and Connolly in Chapter 1. Last­
ly, the review focuses on the conceptual aspects of the nine models. To 
learn more about their associated research and applications, you 
should read the chapters by the individual authors in this volume and 
the literature referenced at the beginning of this chapter. 

PROCESS MODELS 

Five models are grouped in this category. The models are similar in 
that all depict decision making as a sequence of activities. They differ 

-. 



-

Decision Making in Realistic Settings lOS 

in terms of the type of decisions and the nature of the sequences which 
they describe. 

1. Noble: Situation Assessment -. • .  

Suppose that a formation of airplanes is detected flying westward 
across the Iraqi-Jordanian border by Israeli radar. How would-or 
should-Israel respond to this information? The answer, suggests 
David Noble, depends on how the situation is assessed or "sized up." 
Thus, Noble's model of situation assessment focuses on a crucial aspect 
of decision making. The process of situation assessment unfolds as 
follows (Figure 5.1): First, concrete information on the situation (e.g., 
information that is read from a radar screen) is combined with addi­
tional background or "context" information (concerning e.g., current 
Arab-Israeli tensions) and general knowledge retrieved from the deci­
sion maker's memory (e.g., on Iraqi offensive doctrine and bombers' 
characteristics) to form a tentative interpretation ("representation") of 
the situation. Assume, for a moment, that the initial representation 
created this way is that these are Iraqi bombers en route to attack 
Israel. This representation implies certain expectations concerning, 
for example, the future direction, altitude, and speed of the suspected 
bombers. These expectations are tested by additional information from 
the radar and other sources. To the extent that the expectations do not 
match this information, the representation is refined or rejected in 
favor of a new representation that is tested, retained, refined, or re­
jected in turn. Thus people can sometime decide what to do by observ­
ing that the current situation is similar to other previously observed 
situations, and that actions that worked in those situations may also 
work in the new one. 

Noble conducted a set of psychological experiments to test the valid­
ity of his model, but his interests, and the interesting aspects of his 
work, lie elsewhere. Noble's objective is to develop computer software 
capable of accurate assessment of complex situations. The interesting 
aspect of his work is that he chose not to use sophisticated statistical 
methods that are applicable to this problem. Instead he chose to emu­
late the seemingly suboptimal process of human situation assessment, 
because he sought to develop a system that could "combine informa­
tion of different types and from different sources, even when this 
information is vague, unreliable, incomplete, partially inconsistent, 
and deliberately misleading" (1989, p. 1). Preliminary tests of his com­
puterized system in operational environments indicate that it does, in 
fact, have these hoped-for characteristics. 
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Figure 5. 1 .  Situation' Assessment: A Schematic Representation 
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Since computers and human brains function very differently, N 0-
ble's system does not actually simulate how people go through the 
stages specified in Figure 5.1, but just follows them in its own, very 
different way. Gary Klein and his assoc)jltes, whose work I review 
next, developed a model that describes how people actually base their 
decisions on situation assessment. 

2_ Klein: Recognition-Primed Decisions (RPD) 

Klein is interested in how proficient decision makers manage to be 
effective under high stress and time pressure. 1b this end he and his 
associates carefully interviewed and observed experienced fireground 
commanders, tank platoon leaders, and design engineers. In addition 
they compared the decision-making processes of experts and novices. 

Klein's principal conclusion is that, contrary to the traditional defi­
nition of decision making as choosing among alternatives, proficient 
decision makers rarely compare among alternatives. Instead they as­
sess the nature of the situation and, based on this assessment, select 
an action appropriate to it. This process, which Klein calls recognition­
primed decision making, consists of three phases: situation recogni­
tion, serial option evaluation, and mental simulation (Figure 5.2). 

Situation recognition. At this stage·the decision maker recognizes 
(i.e., classifies) the situation as typical or novel, The process is recogni­
tion primed because recognition is, to a certain extent, its most crucial 
element: Typical situations lead to typical (or well-rehearsed) actions, 
whereas novel situations pose a new challenge that cannot be count­
ered effectively by employing old routines. To recognize the situation 
and guide the selection of proper action, the decision maker identifies 
critical cues that mark the type of the situation and causal factors that 
explain what is happening and what is going to happen. Based on 
these, he ',or she sets plausible goals (which can be achieved in his or 
her particular situation) and proceeds to select an appropriate action 
given his or her goals and expectations. 

Serial option evaluation. In this phase the decision maker evalu­
ates action alternatives one at a time until a satisfactory one is found. 
Actions are selected from an action queue where they are arranged 
according to this typicality. Thus, the first action evaluated is that 
rated as the most typical response in the particular situation. The 
process by which actions are evaluated is mental simulation. 

Mental simulation. To evaluate if an action is satisfactory, the 
decision maker acts it out in his or her imagination. He or she mentally 
simulates the successive steps to be taken, the potential outcomes of 
these steps, the problems that are likely to be encountered, and if and 

--
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Agure 5.2. Recognition-Primed Decision (RPO) Model 
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how these problems can be handled. As a result of the simulation the 
decision maker either implements the action as is, modifies it, or re­
jects it altogether and turns to examine the next action in his or her 
action queue. Another outcome of mental sjjllUlation is a reassessment 
of the situation, as previously unnoticed aspects of the situation sur­
face in the process of imagining future developments. 

The RPD model is a descriptive model; that is, it does not prescribe 
how decisions ought to be made but how they are actually made by 
experienced practitioners in certain domains. Nevertheless, the model 
explains how these people make effective decisions in stressful condi­
tions, where many things change rapidly or happen at the same time. 
First, focusing on critical cues and identifying causal factors reduces 
the information overload and sense of confusion that paralyze novice 
decision makers in such situations. In addition, the identification of 
causal factors helps to establish accurate expectations, which, together 
with plausible goals, are essential for selecting an appropriate action. 
The main advantage of the second step in the model, serial selection on 
the basis of typicality, is that a reasonably matching action can be 
implemented in short order. The last step in the model, mental simula­
tion, guards against the mistakes that result from uncritical thinking. 

The RPD model underscores the crucial role of domain-specific 
knowledge or experience in proficient deci§ion making: No step in the 
model can be executed effectively without such knowledge. Thus, the 
model has interesting implications regarding the nature of expertise. 
The critical features of expert decision making in realistic settings in 
general, and in'stressful situations in particular, are not superior ana­
lytical or computational skills. Rather, these features include making 
finer distinctions and setting plausible goals within situations, draw­
ing better analogies among situations, imagining richer potential de­
velopments, producing appropriate action, and recoguizing inappropri­
ate action more quickly. 

Klein emphasizes that RPD is not a universal model of decision 
making. It is a model that is more suitable and likely to be encountered 
under time pressure and with high levels of expertise. It is less likely 
to be encountered if these conditions are not met, if the decisions are 
naturally presented as choices, and if the decision maker feels a need 
to optimize or justify the decision. The next model to be reviewed was 
developed by studying decision making in a very different context. 

3. Pennington and Hastie: Explanation-Based Decisions 

Pennington and Hastie began by developing a model of how individual 
jurors make their decisions which they then expanded to a general 
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model of decision making. The model was developed by asking people 
on jury duty to think aloud as they watch a condensed video taped 
version of a real murder trial. Analysis of the think-aloud protocols (as 
this type of data is technically labeled) revealed a three-phase process 
corresponding to the three stages of the trial: processing the evidence, 
defining the verdict alternatives, and determining the verdict. 

Processing the evidence. During the trial, jurors are presented 
piecemeal with a large and sometimes contradictory body of evidence. 
Pennington and Hastie found that jurors make sense of the evidence 
by organizing it in the form of a coherent story of what apparently has 
happened. About one-half of the events in the stories were testified to 
directly in the evidence. The remaining events were inferred actions, 
mental states, and consequences that were added to make the story 
coherent by filling gaps in the evidence. Although different jurors may 
construct different stories, they all reveal the same underlying "epi­
sode schema" (Figure 5.3). The elements of an episode schema are 
connected by temporal or causal relations and consist of the initiating 
events and physical state of the main characters (e.g., the defendant 
argues with the victim in the neighborhood bar); the psychological 
states and goals of these characters (as both become increasingly agi­
tated and hostile, the defendant decides to kill his adversary); their 
actions and the consequences of these actions (the defendant goes 
home, takes his gun, and shoots the victim, who dies on the way to the 
hospital). 

Defining verdict alternatives. Following the presentation of evi­
dence, the judge instructs the jury on the possible verdicts that apply 
to the case and the jury, then defines the attributes that must be satis­
fied for handing down each verdict. Different verdicts within the 
same category of trial (e.g., murder trials) are defined in terms of 
the same set of attributes. For murder trials the attributes consist 
of the identity of the murderer, his or her actions and mental state, and 
the circumstances of the murder. The corresponding attributes of a 
first degree murder for example, are (a) the defendant is the murderer, 
(b) he or she killed the victim, (c) he or she had an intention to kill, and 
(d) he or she did so without sufficient provocation on the part of the 
victim. 

Determining the verdict. The verdict is selected by finding which 
verdict has the best match with the story constructed from the evi­
dence. Matching can be done directly, owing to the correspondence 
between verdict attributes (identity, actions, mental states, and cir­
cumstances) and the elements of the episode schema (characters, ac­
tions, mental states, initiating events, and physical states). Thus, a 
juror will vote for a verdict of first degree murder if and only if, 
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Figure 5.3. Abstract Episode Schema 
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according to the juror's reconstruction of the case, the defendant had 
an intention to kill. 

Pennington and Hastie validated their model by showing that jurors 
organize the evidence in story form, and that jurors who chose differ­
ent verdicts constructed stories with different initiating events and 
different conceptions of the defendant's goals and psychological states. 
As predicted by the model, differences between stories corresponded to 
differences between the attributes of the verdicts chosen by the jurors. 
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Pennington and Hastie suggest that the story-based decision­
making process is a special case of how decisions are generally made in 
situations where people have to process large amounts of information 
that is incomplete, piecemeal, and presented sequentially in a jumbled 
temporal sequence. To cope with this situation, people construct a 
causal explanation based partly on the evidence and partly on in­
ferences and general knowledge. The particular form of the causal 
model depends on the specific task or domain. The use of stories by 
jurors, for example, can plausibly be attributed to their task of decid­
ing on the basis of "what had actually happened" and to the fact that 
information on this type of questions is most easily remembered in the 
form of a story. 

In conclusion, despite some apparent dissimilarities that can be at­
tributed to different contexts of study, Noble's, Klein's, and Pennington 
and Hastie's models share an emphasis on the role of situation assess­
ment, and recognition or explanation, in the decision-making process. 
The next model focuses on what traditionally has been conceived as 
the essence of decision making-making a choice among alternatives. 

4. Montgomery: Search for Dominance Structure 

Montgomery is interested in how decisions are actually made when 
several alternatives are available as, for example, when purchasing a 
car or an apartment. His answer, in a nutshell, is that, in this situa­
tion, people search for a dominant alternative. An alternative is said to 
be dominant if it is at least as attractive as its competitors on all 
relevant attributes, and exceeds each of them on at least one attribute. 
The search for a dominant alternative goes through four phases: pre­
editing, finding a promising alternative, dominance testing, and domi­
nance structuring (Figure 5.4). At each stage the decision maker em­
ploys different decision rules (i.e., rules for adopting, rejecting, or 
preferring one alternative to another). 

Preediting. In the preediting phase the decision maker selects the 
attributes (i.e., criteria) that are important for his or her decision and 
uses them first to screen alternatives that are obviously unacceptable. 
For example, if he or she wants to rent an apartment, he or she may 
use size and price to screen available apartments that are either too 
large, too small, or too expensive. (This type of rule for excluding 
alternatives is known as a conjunctive decision rule.) 

Finding a promising alternative_ At this stage the decision 
maker picks an alternative that seems to be most promising, because it 
is most attractive on a particularly important attribute, for example, 
an especially inexpensive apartment. (This type of rule for admitting 
alternatives is known as a disjunctive decision rule.) 
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Figure 5.4. A Dominance Search Model of Decision Making 
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Dominance testing. At this stage the decision maker tests if the 
promising alternative is in fact the best available option according to 
the criterion of dominance. If the criterion holds, the alternative is 
selected. If the promising alternative falls short of this criterion, the 
decision maker proceeds to the stage of dominance structuring. 

Dominance structuring. If a promising alternative is not found to 
be dominant, the decision maker tries to make it to one by reinterpret­
ing its standing compared with its competitors. There are several 
methods for restructuring the relative standing of competing alterna­
tives on the attributes by which they are compared. These include 
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deemphasizing the likelihood that the inferiority of the promising al­
ternative on a certain attribute will materialize ("apartment B does 
have a better location, but its owner seems reluctant to sell"); enhanc­
ing the significance of the attributes on which it is superior by the use 
of vivid images ("I think that the price factor is particularly 
important-my uncle recently got into real trouble because he took a 
risk and bought above his means"); cancelling (i.e., calculating trade­
offs between advantages on one attribute and disadvantages on an­
other); and integrating several attributes into a single comprehensive 
attribute ("it may be more difficult to obtain a good mortgage for this 
apartment, but when you consider the monetary factor as a whole, it is 
still cheaper than the other apartments"). Montgomery suggests that 
deemphasizing and bolstering are more likely to involve rationaliza­
tion (and a distortion of reality by wishful thinking) than collapsing 
and cancellation. 

Basically, then, Montgomery thinks of decision making as the' pro­
cess of finding a good argument for acting in a certain way, first by a 
quick selection of a promising alternative and then by testing or ensur­
ing the dominance of this alternative. Why do people make decisions 
this way? According to Montgomery, the search for dominance struc­
ture has two advantages. First, it is compatible with the limited 
capacity of human information processing: focusing on a limited num­
ber of alternatives and attributes and accentuating the differences 
between them makes it easy to identify the preferred alternative with 
no further calculations. Second, and more importantly, the availability 
of a dominant alternative helps decision makers to persist in its imple­
mentation. Thus, the search for dominance structure is particularly 
suitable in realistic settings where changing circumstance,s, coullict­
ing or ambiguous goals, and the presence of competing interests in and 
out of one's organization continuously challenge the accomplishment 
of difficult goals. 

The obvious similarity between the RPD and dominance search 
models is that both portray decision making as a quick selection and 
further evaluation of a single alternative. The obvious differences 
between them are that the RPD model suggests selection and evalua­
tion based on suitability to current or projected conditions, whereas in 
the dominance search model these are based on the relative standing 
of different alternatives on a set of common attributes. Another inter­
esting difference between the models is that in the RPD model detec­
tion of an unsatisfactory alternative leads to its modification or re­
placement by others, whereas in the dominance search model it leads 
to reinterpretation of the available information, even at the risk of 
distortion of reality. 
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Are the RPD and dominance search models incompatible? Not nec­
essarily. The RPD model was developed by interviewing and observing 
experienced practitioners who exercise relevant knowledge and skills 
under stress and time pressure. The dominance search model was 
tested by asking subjects in laboratory studl'es to think aloud or specify 
information that they require as they choose between different alter­
natives (e.g., apartments) on the basis of a set of common attributes. 
Future research will tell if the RPD and dominance search models are 
valid for different contexts and domains of decision making. Mean­
while they complement one another by pointing to different dangers to 
effective decisions. The RPD model suggests that decision makers may 
fail owing to faulty situation assessment and mental simulation. The 
dominance search model emphasizes that weighing the pros and cons 
of different alternatives may be determined (or seriously attenuated) 
by quick selection of a promising candidate. A considerable body of 
evidence indicates that this danger is indeed ubiquitous outside the 
laboratory (Alexander, 1979; Janis & Mann, 1977; Soelberg, 1967; 
Webster, 1964). 

5. Beach and Mitchell: Image Theory 

Image theory summarizes more than 15 years of research in which 
Beach, Mitchell, and their associates studied real-life decisions in 
widely different domains including whether or not to have another 
child, whether to commute to work by bus or car, which job offer to 
accept, which organizational policies shduld be adopted, and how 
financial-auditing decisions are made. It is therefore more comprehen­
sive than the three models so far reviewed but is strikingly compatible 
with them. I shall discuss these similarities after presenting the basic 
concepts of the model: images, adoption decisions, progress decisions, 
and frames (Figure 5.5). 

Images. Images are cognitive structures (technically labeled sCM­
mata) that organize decision makers' values and knowledge and guide 
their decisions. Image theory distinguishes three types of images. The 
value image consists of the decision maker's principles, namely, his or 
her notions about what is right and wrong and the ideals to which he or 
she aspires. The trajectory image consists of concrete goals that the 
decision maker attempts to achieve. The strategic image consists of 
plans and tactics (sequences of activities and Spe9ific behaviors re­
quired to achieve a goal) as well as forecasts (the anticipated outcomes 
of implementing a plan). The principles, goals, and plans that drive a 
certain decision correspond to the answers to "why?" "what?" and 
"how?" respectively. 
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Figure 5.5. A Schematic Representation of Image Theory 
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Adoption decisions. These decisions concern the addition of goals 
and plans to the decision maker's current agenda. Adoption decisions 
are primarily based on a compatibility test: A candidate goal or plan is 
adopted ifit does not violate the decision maker's three images beyond 
a threshold (which varies from one decision maker and one situation to 
another). The compatibility test is designed to screen out unacceptable 
goals and plans. If more than one candidate survives this test, the 
decision maker selects the best ofthem by using a test of profitability, a 
collective label for various methods of choosing among alternatives. 
Profitability tests range from intuitive methods (which require little 
time and effort) to analytic methods, and are either compensatory 
(allowing for the advantages of an alternative to compensate for its 
disadvantages) or noncompensatory. Image theory suggests that real 
decisions are primarily made on the basis of compatibility. What it has 
to say on profitability is basically summarized by the following four 
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propositions: (a) Decision makers use profitability tests only if they 
cannot decide on the basis of compatibility. (b) Compatibility tests and 
profitability tests are made essentially independently; that is, decision 
makers tend to ignore information which they used in testing for com­
patibility when they move on to choose on the basis of profitability. (c) 
The greater the complexity of a decision, the greater the decision 
makers' tendency to use intuitive noncompensatory tests of prof­
itability. (d) Decision makers use different tests of profitability in 
order to make reasonably good quality decisions at a minimal level of 
effort. 

Progress decisions. There are two types of progress decisions, and 
both pertain to plans. First, progress decisions are used to support 
adoption decisions by projecting forward in a similar fashion to Klein's 
mental simulation: What problems is the plan likely to meet? Will it, 
for example, conflict with existing constituents of the trajectory and 
strategic images? If the answer is no, the plan is added to the strategic 
image. If it is yes, it is either adopted after revision or replaced by 
another candidate. The second type of progress decisions are used to 
decide if an implemented plan actually achieves its objectives. If the 
answer is yes, the decision maker will make no changes. If the answer 
is no, he or she will adapt either the plan or his or her goals according. 
ly. Both types of progress decisions are made by test of compatibility. 

Frames. A frame is a subset of the decision maker's principles, 
goals, and plans that he or she brings to bear on a particular decision. 
At any point in time the current frame defines the status quo. Image 
theory suggests that decision makers have a proclivity towards the 
status quo: Other things being equal, people prefer existing goals and 
plans to potential alternatives. 

There are obvious similarities as well as important differences be­
tween image theory and the preceding models. For example, based on 
Pennington and Hastie, Beach and Mitchell suggest that people frame 
the knowledge and values that affect particular decisions in the form 
of stories; like Noble and Klein, they suggest that decision makers 
tend to focus on one alternative at a time; and like Montgomery, they 
agree that, when decision makers do choose among alternatives they 
rely primarily on dominance as the criterion of profitability. The most 
significant difference between image theory and the preceding models 
is the role that it accords to the decision maker's principles, that is, his 
or her personal values and ideals (in early versions the theory referred 
to the value image as self-image). Thus, image theory recognizes that 
many decisions are best understood as expressive behavior, that is, 
actions taken not as means towards desired ends but to express or 
actualize cherished values and ideals. It is plausible that image theory 

r 
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developed this way because many of the decisions studied by Beach 
and Mitchell (e.g., child bearing and job selection) speak more to one's 
values than to one's expertise. 

In his recent book on image theory, Beach (1990) cautions that Fig­
ure 5.5, which summarizes the theory, is a fictitious expositional con­
venience: Real decisions never follow such an orderly linear process. 
As it is reasonable to assume that Noble, Klein, Pennington and Hast­
ie, and Montgomery would subscribe to the same caution in regard to 
their models, an interesting question presents itself: Are these models 
truly descriptive if the processes they present are ficti.ons (or, to be 
more precise, idealizations) combining features of how decisions are 
actually made in forms that actually are rarely encountered? 

Let us consider this question more concretely. Some of the cases 
studied by Klein consisted of both phases of the RPD model, namely, 
situation recognition followed by mental simulation. Other cases, how­
ever, consisted of series of actions based only on situation recognition. 
Do the latter cases invalidate the model? Not necessarily, since Klein 
explicitly states that pure recognition, or "intuitive" decisions, are 
likely to be encountered under certain conditions (e.g., routine deci­
sions and time pressure). The following four models suggest typologies 
of different types of decision processes (e.g., intuitive vs. analytic) and 
discuss the conditions under which each type is likely to be encoun­
tered or can be properly used. 

TYPOLOGICAL MODELS 

6. Rasmussen: Tbe Cognitive Control of Decision Processes 

Rasmussen is interested in the decision-making processes of human 
operators of complex automated systems. As errors in supervising such 
systems as nuclear power plants may cost dearly both materially and 
in human lives, understanding these particular decision processes is 
very important. 

Extensive analysis of actual accidents and think-aloud protocols 
obtained by means of simulators led Rasmussen to distinguish be­
tween three types of behavior that are controlled by qualitatively dif­
ferent cognitive mechanisms: Skill-based behavior, rule-based be­
havior, and knowledge-based behavior (Figure 5.6). Using this 
distinction it is possible to gain better understanding of human errors 
in running complex systems and reduce the likelihood of such errors 
with suitable decision support systems. 

Skill-based bebavior. This type of behavior includes expert sen­
sorimotor performance (e.g., speaking, bicycle riding), which runs 
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Figure 5.6. Schematic Model of Three Different levels of Human Information Processing 
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smoothly and efficiently without conscious attention. Skill-based be­
havior is controlled by a dynamic mental model that depicts the deci­
sion maker's movements and environment in real time, thereby en­
abling him or her to adjust rapidly to feedback from his or her actions. 
Information (sensory input) at this level is processed as signals: It 
triggers action directly without explicit consideration of what the in­
formation means or what the decision maker's goals are. 

Rule-based behavior. This type of behavior is controlled by rules 
and know-how that can be stated explicitly by the decision maker. Both 
skill-based and rule-based behaviors are characteristic. of expert per­
formance. The fuzzy boundary between them depends on the extent to 
which behavior is executed automatically or attentively. Information 
at the level of rule-based behavior is processed as signs indicating that 
the situation is of a certain kind (recognition), thereby invoking a rule 
that dictates the enactment of a certain behavior (cue-task association) 
based on past experience or formal training. Whether a decision maker 
operates at the skill-based or rule-based level is largely a function of 
his or her expertise and familiarity with the situation. 

Knowledge-based behavior. Whereas skill-based and rule-based 
behaviors are appropriate for familiar situations, effective action in 
novel situations requires deeper understanding of the nature of the 
situation and explicit consideration of objectives and options. Informa­
tion at the level of knowledge-based behavior is processed as symbols, 
which are used to construct mental models representing causal and 
functional relationships in the environment (e.g., the technological 
system operated by the decision maker). Analysis of verbal protocols 
shows that such models are constructed at different levels of abstrac­
tion and decomposition. The abstraction (or means-ends) dimension 
denotes the fact that operators of technological systems sometimes 
focus on concrete physical aspects of the system (e.g., its appearance 
and material composition), and at other times they consider abstract 
properties such as information flow within the system and its general 
purpose. The deco!1lposition dimension denotes the fact that operators 
sometimes focus on specific components and at other times focus on 
larger units or the entire system. Figure 5.7 traces the reasoning pro­
cess of a technician trouble-shooting a malfunctioning computer with­
in five levels of abstraction and five levels of decomposition. 

The distinction between skill-based, rule-based, and knowledge­
based behaviors allows very detailed analysis of possible human mal­
function in particular events or situations. As Fignre 5.8 shows, each 
level of behavior is characterized by different types of errors, and a 
particularly important type of error is failure to recognize the need. to 
move from one level to another. Clearly, failure to recognize which 
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Figure 5.7. levels of Modeling Humon Performance 
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error had actually caused an accident may lead to recommending inap­
propriate corrective measures. Rasmussen also points out that differ­
ent kinds of decision support systems are appropriate for different 
levels of abstraction and decomposition, For example, structural dia­
grams are useful for locating a malfunctioning component but not very 
useful for inferring the component's intended use, Thus he developed a 
family of decision aids to assist decision makers at the various levels at 
which they operate. 

Rasmussen suggests that social systems are most properly repre­
sented at the higher levels of abstraction, since human behavior is 
heavily influenced by values and goals (i.e., ends). Consistent with this 
suggestion, the five process models that we reviewed above are mostly 
models of knowledge-based behavior, 1\vo exceptions are Noble and 
Klein, who depict the early (recognition) phases of situation assess­
ment as rule-based behavior. 

One of the important contributions of Rasmussen's model is, there­
fore, the attention that it draws to the extent to which decision makers 
operate habitually or even automatically, particularly when they ex­
ercise well-rehearsed skills. The model to which we now turn is largely 
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concerned with the question, under which conditions is acting in such 
an "intuitive" fashion effective? 

7. Hammond: Thsk Characteristics and Human Cognition 

Hammond is interested in how decision processes change as a function 
of changes in the decision task or environment. His work is an exten· 
sion of social judgment theory, which describes the relationships be­
tween the objective environment (or task system), the information that 
is available on this environment, the subjective perception and inte­
gration of this information, and the judgments and decisions to which 
they lead. Figure 5.9 describes this sequences in regard to the predic­
tion of microbursts (brief, localized windstorms) by metereologists. 
1\\10 questions that particularly interest Hammond are the extent to 
which decisions are made intuitively or analytically and whether the 
decision maker seeks patterns or functional relations in assessing the 
situation. 

Intuitive vs. analytical decisions. Hammond suggests that the 
cognitive processes that guide decision making can be located on' a 
cognitive continuum which ranges between intuition and analysis. 
Hammond suggests several criteria to determine the extent to which a 
cognitive process is intuitive. A process is more intuitive (or less ana­
lytical) to the extent that it is executed under low control and conscious 
awareness, rapid rate of data processing, high confidence in answer 
and low confidence in the method that produced it, and two additional 
criteria that pertain to the nature of errors in judgment and organiza­
tion of information. Hammond suggests further that whether deci­
sions are made more or less intuitively is a function of two factors. The 
first factor is failure: Decision makers tend to become more analytical 
when snap judgments fail, and more intuitive (i.e., begin to guess) 
when careful analysis fails. The second factor is the nature of the 
decision maker's task. According to Hammond's inducement principle, 
certain task characteristics induce the use of more intuitive (or less 
analytical) processes. For example, tasks that require processing large 
amounts of information in short time periods induce intuition, and 
tasks that present quantitative information in sequential fashion in­
duce analysis. Thus, cognitive processes can be arranged on a cognitive 
continuum as more or less intuitive (or analytical), and tasks can be 
arranged on a task continuum which represents the extent to which 
they induce more or less intuition or analysis. Hammond has devised 
two indices, the cognitive continuum index (CCI) and the task con­
tinuum index (TCI), which can be used to locate specific tasks and 
decision processes on their respective continuums. 
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Rgure 5.9. Sequence of Phases in Microburst Forecasting 
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The inducement principle explains why decision makers oscillate 
between intuitive and analytical decision making as task characteris­
tics change. It also raises an interesting question: Is it always better to 
be analytical? Typically, methods to improve decision quality require 
analysis, implying that the answer is yes. In contrast, Hammond's 
correspondence-accuracy principle suggests that the answer is no. The 
principle argues that judgments are most accurate (and hence decision 
making is most effective) when the location of the cognitive process on 
the cognitive continuum matches the location of the decision task on 
the task continuum. Thus, changes in the characteristics of tasks lead 
to predictable changes in the nature of cognitive processes, and 
changes in the extent to which the two are compatible lead to predict­
able changes in the . latter's accuracy. Hammond does not bring exten­
sive theoretical justification for the correspondence-accuracy principle. 
He does report evidence supporting it from a carefully conducted 
study. 

Pattern vs. functional relations seeking. Hammond suggests 
that, in addition to inducing more or less intuitive cognition, task 
characteristics induce seeking either patterns or functional relations ·· 
in the situation. Pattern seeking is induced if the situation provides 
information that is highly organized (e.g., a picture or a story) and if 
the person is required to produce coherent explanations of events or. 
situations. Functional relations seeking is induced if the information 
is not organized in a coherent fashion and if the person is required to 
provide descriptions or predictions (e.g., of velocities of objects). 

In sum, Hammond suggests that real-world decisions are made in a 
quasirational mode, namely a mixture of intuition and analysis. Thus, 
the models which were reviewed before describe quasirational pro­
cesses. Quasirational processes cannot be defended in the same way as 
analytic models, which can be formally shown to produce optimal 
decisions-if the underlying assumptions are satisfied. Nevertheless, 
as Hammond's own research and the other models show, quasirational 
processes are defensible if they match the decision maker's skill, the 
nature of the decision task and the context of the decision. 

Hammond's descriptive model has two important contributions. It 
points to the importance of analyzing the nature of the decision task 
and it explicates the nature and role of intuition in dynamic decision 
processes. The next model to be reviewed takes this analysis further. 

8. Connolly: Decision Cycles 

Connolly argues that, since processes of making real decisions are 
dynamic, it is improper to analyze them as isolated instances of ch06s-
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Figure 5.10. The Two-Cycles Model 
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ing among alternatives. Properly conceived decision making consists 
of cyclical interplay between situation assessment, evaluation of alter­
natives, and action. This is the essence of Connolly's decision cycles 
model, which is presented graphically in Figure 5.10. The decision 
cycles model consists of three domains and two cycles (or levels). The 
domains are the actual world, the decision maker's cognitive map (or 
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subjective image) of this world, and his or her values. The two cycles 
are the perceptual cycle and the decisional cycle. In the perceptual cycle 
feedback on the consequences of action adjusts the cognitive map on 
which action was based. In the decisional cycle the same feedback 
adjusts the goals for which it was taken. Thus, Connolly is similar to 
Noble, Klein, Pennington and Hastie, and Rasmussen in assuming 
that the decision maker's cognitions (Le., his or her cognitive map, 
situation assessment, explanations, or mental models) guide his or her 
actions. He is also similar to Montgomery and Beach and Mitchell in 
assuming that action is determined by the decision maker's values. 
The particular contribution of the Decision Cycles model is its empha­
sis on the role of exploratory action and the consequences of action on 
shaping both cognitions and values. 

Since acting and thinking are intertwined in the decision cycles 
model, Connolly suggests distinguishing between two qualitatively 
different decision processes, action-last or tree-felling, and action-first 
or hedge-clipping. Tree-felling exemplifies decisions that are made, at 
one fell swoop following a period of planning or deliberation, because 
the decision is consequential, its goals are well defined, a.nd there i.� a 
clear way of achieving them. In contrast, hedge trimming exemplifies 
decisions that are made incrementally in a series of steps. Hedge­
clipping has several advantages. When it is hard to define precise 
goals (e.g., the exact final shape of the hedge) and outcomes of isolated 
actions are relatively inconsequential, it makes more sense to find 
your ways as you go along than to invest time and effort in thinkiJ:lg 
thoroughly ahead. Plans are of limited value (and sticking to them is 
downright dangerous) when the future is uncertain and goals are am­
biguous, and reacting to feedback requires less cognitive effort than 
exhaustive planning. 

Connolly suggests using the concept of decision paths to describe 
how real-world decisions unfold as decision makers move, thinking or 
acting first between the three domains and two levels of the decision 
cycles model. Consider, for example a person who wishes to buy a VCR 
and who has a clear idea on the relative values of its different features 
and how much he or she wants to spend. The decision path of this 
person would probably focus on perceptual exploration, as he or she 
has much to gain from finding which brands are available that may 
satisfy his or her preferences. In contrast, the decision path of a person 
who has only a vague notion that he or she wants a VCR is likely to 
include more evaluative exploration, as he or she will try to discover 
what actually the benefits of owning a VCR or the value of this or that 
feature are. 

So far Connolly has not tested his ideas empirically. However, he 
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cites numerous research showing that managers prefer hedge-clipping 
to tree-felling in making their decisions. Since they often have to rec­
oncile conflicting goals and operate under high uncertainty concerning 
both present situations and future consequences, managers prefer to 
proceed incrementally, adjusting their actions and adapting their goals 
as they get to understand the environment better through exploratory 
action. 

9. Lipshitz: Decision Making as Argument-Driven Action 

Lipshitz developed the conceptualization of decision making as 
. argument-driven action from analysis of written self-reports of deci­
sion making under uncertainty obtained from officers in the Israel 
Defense Forces. Although the cases could be interpreted as making 
consequential choice (choosing among alternatives in terms of expected 
outcome), they could be also interpreted at least as plausibly as match­
ing (selecting an action on the basis of its appropriateness to the situa­
tion) and reassessment (reevaluating the appropriateness of an action 
because of objections to its implementation). Lipshitz suggests that 
consequential choice, matching, and reassessment are three generic 
modes of making decisions that differ in terms of six basic attributes 
of decision processes: framing (how the decision problem is defined), 
form (how action is selected), uncertainty (the nature of the doubt 
which has to be resolved in order to act), logic (the underlying rationale 
for acting in this way), handicaps (the barriers to making quality 
decisions), and therapies (the methods 'of improvement that .. are com­
patible with the preceding five characteristics). Table 5.1 shows how 
each of the three generic modes is characterized in terms of the six 
basic attributes. 

Consequential choice. Consequential choice problems are framed 
as forward-looking choices: Which of several available alternatives 
has the best consequences? The decision process thus takes the form of 
comparing among alternatives and uncertainty pertains to the likeli­
hood and attractiveness of future outcomes. The logic underlying this 
type of reasoning is teleological. It is captured by the expression 
''Think ahead," which reflects a belief that people act wisely when they 
visualize the future and plan accordingly. A principal handicap to de­
ciding well this way is the limited human information-processing abil­
.ity. A variety of therapies for this limitation have been designed, based 
on formal models of optimal choice and psychological research onjudg­
ment under uncertainty (Chapters 2, 3, and 4 in this volume discuss 
various consequential choice models). 

Matching. Matching problems are framed as situation assessment: 
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Table 5. 1 .  Attributes of Consequential Choice, Matching and Reassessment 

Parameter/Mode 

Form 

Problem framing 

Uncertainry 

logic 

Hondicaps 

Therapies 

Cons. Choice 

Comparison 
among alTs. 

ConsideraTion 
of furure 
conse-
quences 

Choosing from 
an avail-
able seT of 
alTernatives 

likelihood 
and deslt-
abiliry of 
future 
outcomes 

Teleological 

limiTed info. 
processing 
capaclry; 
SUb-opTimal 
biases and 
heuristics 

DeCision Anal-
ysis 

MAUl analysis 

Matching Reassessment 

Situation assess- Evaluating and 
menr sotisfylng ob-

Serial rule based jections to a 
evaluation of certain ocrion 
acTion 

l'esponding op- Countering ob-
proprlarely TO jections TO on 
a problem or (at leasT ten-
situatIon tatively) se-

lected acTion 
Nature of The SiT- Same as in con-

uation and sequential 
corresponding chOice and 
proper acTion maTching 

Deontological Nonjustificationaj 

Ambiguous sirua- [}inding precom-
tions; mitment; 

Improper march- Unrecognized 
jng rules assumptions 

Training; Expert CriTical inquiry 
SySTems (e.g., devil's � 

advocare; re-
fleCTion In ac-
tion) 

What should be done in this situation? The question invokes a rule 
which dictates proper conduct based on personal experience, profes­
sional standards or social norms. Matching is blocked by uncertainty 
concerning the nature of the situation or which action it calls for. The 
underlying logic is deontological, which is captured by the expression 
"Those who do not learn from the past are condemned to repeat it." 
This logic reflects a belief that people act wisely when they use their 
experience or the experience of others, and the principal compatible 
therapies are training and expert systems (which frequently employ 
matching rules technically known as production systems). 

Reassessment. Reassessment problems are framed as objections to 
a certain course of action owing to uncertain present or future circum­
stances. This mode is distinct in that the decision maker is already 
committed to a certain course of action, which means that the principal 
handicap to high-quality decisions is uncritical implementation owing 
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to past decisions or wishful thinking. The therapies called for include 
various methods for enhancing critical thinking whose underlying log­
ic is known as nonjustificational. This logic is captured by the expres­
sion "How can I know what I want until I hear what I say," reflecting a 
belief that prescience is impossible, acting" often precedes thinking, 
and the best that we can do is reflect critically on our values and 
assumptions. 

Table 5.1 shows that defining decisions and analyzing them only as 
choosing among alternatives is an overgeneralization, as they are of­
ten made in at least two fundamentally different modes. Thus a more 
inclusive conceptualization is required to do justice to the variety of 
ways in which decisions are actually made. To this end, Lipshitz sug­
gests defining decisions as purposeful action driven by action argu­
ments of the general form "Do 'N because 'R, ' "  where "A" and " R" 
denote an action and reasons for acting this way respectively. This 
definition is inclusive because different decision modes correspond to 
different action arguments. Thus, consequential choice corresponds to 
the argument "Do 'N because it has better expected consequences than 
its alternatives;" matching corresponds to the argument "Do 'PC be­
cause it is appropriate to the situation," and reassessment corresponds 
to the twin arguments "Do 'N either because there are no objections to 
its implementation or because such objections can be rebutted." 

So far the argument-driven model proved useful for the cliuical 
analysis of cases from several perspectives. Its usefulness for research 
and training is still to be demonstrated. 

SYNTHESIS: EMERGING COMMON TRENDS 

The nine models reviewed in this chapter were developed by different 
researchers using different methodologies to study somewhat differ­
ent questions in a variety of realistic settings. Nevertheless, it is possi­
ble to point to six themes that are common to some of the models and 
compatible with all of them. The six themes, which represent the ker­
nel of a naturalistic decision theory, are (a) diversity ofform, (b) situa­
tion assessment, (c) use of mental imagery, (d) context dependence, (e) 
dynamic processes, and (f) description-based prescriptions. 

1. Diversity of form. The uine models suggest, singly and collec­
tively, that real world decisions are made in a variety of ways. Klein's 
model includes both recognition based decisions and decisions that are 
based on further mental simulations of possible scenarios. Pennington 
and Hastie suggest that the process of decision making based on story 
construction is a special case of a large class of explanation-based 



132 lipshitz 

decision making. Montgomery describes several methods of obtaining 
dominance structure. Rasmussen distinguishes between skill-based, 
rule-based, and knowledge-based decisions, and Hammond distin­
guishes between intuitive, analytical, and quasirational decisions 
which combine both of these. Beach and Mitchell distinguish between 
adoption and progress decisions and between tests of compatibility and . 
tests of profitability. Connolly distinguishes between 'tree felling' and 
'hedge cutting' decisions, and Lipshitz distinguishes between three ge­
neric modes of decision making. 

The diversity of form among these models indicates that they agree 
on the futility of trying to understand and improve 

·
real-world deci­

sions in terms of a single pliable concept such as maximizing (or seek­
ing to maximize) expected utility. 

The diversity of form (despite some admitted overlap) between mod­
els indicates that students of real-world decisions cannot quite agree 
on how they are actually made. What are the reasons for this disagree­
ment? A possible source of variance, to which I had occasion to alluae 
in the course of reviewing the models, is that one's model is partly 
determined by the type of decisions ·studied. For example, Klein and 
Rasmussen observed rule-based and recognition-primed decisions be­
cause they studied proficient practitioners who can bring to bear their 
expertise effectively in this manner. Beach and Mitchell noticed the 
influence of ideals and moral values because these are more important 
than expertise in the personal decisions which they studied. Pen­
nington and Hastie discovered story-based decisions because this form 
is induced by the task of a jury that is to determine guilt or innocence 
on the basis of "what really happened." Despite the diversity that can 
be found both within and between the models, the four following 
themes are repeated in almost all of them. 

2. Situation assessment. Situation assessment is the "sizing up" 
and construction of a mental picture of the situation. All nine models 
include an element of situation assessment, reflecting thereby a shift 
of focus from the laboratory,,, where problems are defined and pre­
sented by the experimenter to the real world, where they have to be 
identified and defined by the decision maker. Some tie it directly to the 
selection of action; others suggest that it is a preliminary phase that 
initiates a process of evaluation of alternatives. The former models 
include Noble, who suggests that the perceived nature of the situation 
directly determines which action is selected; Rasmussen's skill-based 
and rule-based behaviors; Hammond's intuitive decisions; and 
Lipshitz's matching mode decisions. Those who see situation assess­
ment as a preliminary phase include Klein, who suggests that situa­
tion assessment sets the stage for serial selection and mental simula-
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tion; Pennington and Hastie, who suggest that the evaluation of 
alternative verdicts is preceded by assessing past situations through 
their reconstruction in story form; and Montgomery, and Beach and 
Mitchell, who refer to situation assessment as the process of pre editing 
or framing the criteria for action selectioIl-. respectively. Lastly, Con­
nolly refers to situation assessment (i.e., cognitive mapping) as one of 
the levels of his decision cycles model. In sum, all nine models suggest 
that making decisions in realistic settings is a process of constructing 
and revising situation representations as much as (if not more than) a 
process of evaluating the merits of potential courses of action. 

3. Use of mental imagery. The traditional conception of decision 
making as choosing among alternatives emphasizes the role of calcula­
tive cognitive processes (i.e., weighing the costs and benefits of alter­
native courses of action). The models that were reviewed in this chap­
ter emphasize different cognitive processes that are related to creating 
images of the situation, most notably categorization (e.g., of situa­
tions, Noble, Klein, Rasmussen), the use of knowledge structures (e.g., 
schema, Beach & Mitchell, Connolly) and the construction of scenarios 
(for example in the form of storytelling and mental modeling (Klein, 
Pennington, & Hastie, Beach & Mitchell, Lipshitz). 

4_ Context dependence. Orasanu and Connolly point to the im­
portance of context in trying to understand real-world decisions, and I 
used essentially the same argument to explain the diversity observed 
by students of these decisions. Some of the models also emphasize 
context effects. Rasmussen suggests that context familiarity deter­
mines whether decisions are made at a skill, rule, or knowledge level. 
He also suggests that the nature of the context (i.e., mechanical vs. 
social systems) influences the abstraction level of knowledge-based 
mental models. Hammond and Klein delineate situational and task 
characteristics that induce intuitive or analytic decision processes. 
Connolly suggests that interaction between the nature of the situa­
tion, the decision maker's knowledge, and his or her values determine 
both the use and the appropriateness of using tree-felling or hedge­
cutting decision processes. 

5. Dynamic processes. All r.ine models reject the notion that deci­
sions are made as discrete isolated events. The dynamic quality of 
decisions is conceptualized in two basic fashions. Hammond, 
Rasmussen, and Connolly suggest that decision makers switch be­
tween intuitive and analytic decision making as a function of chang­
ing task requirements. Noble, Klein, Montgomery, Beach, and 
Mitchell, and Lipshitz suggest a two-phase sequence in which a (typ­
ically quick) preliminary selection based on matching or compatibility 
rules is followed by more deliberate evaluation that they term updat-
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ing, mental simulation, dominance search, profitability testing, and re­
assessment, respectively. 

6. Description-based prescription. How decisions ought to be 
made, and how they can be improved, has been traditionally ap­
proached on the basis of analytical models that prescribe systematic 
problem definition, diagnosis, generation of alternatives, and choice. 
The fact that decisions are actually not made this way was considered 
immaterial to the validity of the prescriptions or as evidence for their 
necessity. The models described in this chapter were often motivated 
by disappointment with this approach (see Beach & Lipshitz, this vol­
ume). These models represent a belief that one cannot ·divorce prescrip­
tion from description because (a) some of the methods which are actu­
ally used make good sense despite their imperfections (Noble, Klein, 
Montgomery, Hammond, Lipshitz, Connolly), and (b) people will find it 
difficult to apply methods which are too different from the methods 
which they customarily use (Rasmussen, Beach, & Mitchell). , 

If high-quality decisions are not necessarily compatible with the . 
prescriptions of analytic models, where can we obtain criteria for such 
decisions and guidelines for their achievement? The development of 
description-based prescriptions begins by studying how experts make. 
decisions in their areas of expertise and then developing methods for 
improving decision quality either by emulating these experts, or by 
designing decision support systems which are compatible with human 
information-processing and knowledge-representation methods (Klein, 
Rasmussen). 

CONCLUSION 

In Chapter 1, Orasanu and Connolly noted that classical decision theo­
ry fails to account for eight characteristics of real-world decision set­
tings: Ill-structured problems; uncertain dynamic environments, shift­
ing, ill-defined, or competing goals; action/feedback loops; time stress, 
high stakes; multiple players; and organizational goals and norms. In 
conclusion, let us examine how the alternative models reviewed in this 
chapter account for the first six characteristics. Since this chapter is 
concerned with models of individual decision making, multiple players 
and organizational roles and norms will not be examined. Note briefly 
however, that (a) the presence of multiple players is one of the causes 
of environmental uncertainty and goal conflicts, (b) Beach and 
Mitchell include organizational norms and goals as elements of the 
value and trajectory images of individuals who espouse them, and (c) 
Lipshitz suggests that matching rules are frequently socially deter­
mined norms, traditions, and standard operating procedures. 
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1. Dl-structured problems. Orasanu and Connolly argue that con­
siderable work is done before a decision is cast as a choice among 
alternatives. The process models reviewed above refer to this work as 
recognizing or understanding the situation (Noble, Klein, Pennington, 
and Hastie, Connolly) and as setting or fral1'ling the relevant subset of 
values, actions, or action modes (Montgomery, Beach, and Mitchell, 
Klein, Hammond, Rasmussen). Other models suggest that decision 
problems are not necessarily structured as choices among alternatives 
(Klein, Pennington, and Hastie, Beach and Mitchell, Lipshitz), and 
that some decisions are made so quickly (or "intuitively") that they 
probably remain ill-structured throughout the decision process (Ras­
mussen, Hammond, Connolly). Lastly, Montgomery and Lipshitz sug­
gest that considerable work is done after, as well as before, classical 
theory's "decision events." In conclusion, it is not clear whether resolv­
ing ill-structured decision problems is contingent on structuring them 
deliberately as is done, for example, in decision analysis. Indeed, some 
problems may well be structured neatly after the fact, to justify or 
enhance decisions which were already made. 

2. Uncertain dynamic environments. Some of the models address 
specifically three of the four sources of uncertainty identified by Or­
asanu and Connolly: incomplete information, unreliable or ambiguous 
information, and rapidly changing situations. The fourth source, pur­
posefully misleading information, is not addressed explicitly by any 
model. Since people have to make sense of the situation in order to 

, 
make decisions (Noble, Klein, Pennington, and Hastie, Rasmussen, 
Connolly), these impediments should impair their effectiveness. Nev­
ertheless, Noble decided to simulate human situation assessment pre­
cisely because people manage to make decisions under these condi­
tions. How do they do it? The answer, put simply, is that decisions are 
only partly based on outside information. Incomplete, unreliable, or 
ambiguous information is compensated or corrected by coherent men­
tal models (Rasmussen, Connolly), background information (Noble, 
Klein) and cognitive schemata (Noble, Pennington, and Hastie, Be·ach 
and Mitchell). Whereas researchers inspired by the classical theory are 
quick to point to the dangers of acting on this basis, the models re­
viewed in this chapter point to its advantages when information is 
either unavailable or fallible. 

Another particularly suitable mechanism for handling uncertainty 
due to rapidly changing situations is action based on feedback and 
exploration. Noble, Klein, and Connolly pay particular attention to the 
role of feedback. I will return to this subject below in conjunction with 
action/feedback loops. 

3. Shifting, ill-defined, or competing goals. These characteristics 
pose different obstacles to decision makers. Conflicting goals interfere 

-
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with action selection at a certain point in time and implementation at 
later points in time. Shifting goals reduce the likelihood that actions 
which satisfied one's goals at an earlier point in time will be judged 
satisfactory later on. Two different methods for handling conflicting 
goals are setting priorities (to satisfy more important goals first, 
Klein) and dominance structuring (to reduce the conflict generated by 
competing demands, Montgomery). Noble, Klein, and Connolly stipu­
late explicitly that goals change as a function of feedback on the na­
ture of the situation and the consequences of one's actions. Beach and 
Mitchell describe the mechanisms through which goals are added and 
deleted from one's value image. 

4, Action/feedback loops. Orasanu and Connolly argue that real 
world decisions are not made as isolated decision events or moments of 
choice. All the models reviewed in the chapter concur with this argu­
ment. The models, however, describe decision making as a primarily 
cognitive process. Only two models refer explicitly to the role of action 
or action implementation in the process. Beach and Mitchell discuss 
the monitoring of implementation through progress decisions and note 
people typically prefer the status quo. Connolly suggests that action 
may precede thinking and emphasizes the role of exploratory 'action 
and its effect on revising both one's beliefs and values. 

5. Time pressure. Several models specifically address this issue . . 
Klein suggests that decision makers mange to act proficiently under 
time pressure by relying on domain-specific expertise, which enables c 

them to identify the situation quickly and accurately and to act 
promptly by accessing an action queue that is arranged with the appro­
priate action on top. Klein, Beach, and Mitchell, Rasmussen, Ham­
mond, and Connolly suggest that, as time pressure mounts, decision 

makers use more intuitive decision processes, which require less time 
and effort to act. Thus, the various nonanalytic decision-making pro­
cesses described by these researchers are suitable for acting under 
time pressure. 

6. High stakes. The concern here is primarily methodological. Be­
cause high-stakes decisions entail severe losses in case of failure, they 
cannot be studied in the laboratory. High stakes probably affect deci­
sion making in two ways. They increase vacillation prior to making a 
decision, and decrease the likelihood of abandoning it once made, par­
ticularly if the decision maker can be held responsible in case of 
failure. 

What can we learn from laboratory studies that use contrived ex- ' 
perimental tasks on making high-stakes decisions? Considering the 
context effect noted above, the answer must be "unfortunately, not 
much." This answer can be actually extended to making real decisions 
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in general. One of the lessons that the nine models teach us is that the 
familiarity of the situation (or the expertise of the decision maker) is 
one of the most important factors in how decisions are actually made. 
Thus, as difficult as it is, real-world decisions should be probably stud­
ied only in situ, or at least under laboratorVconditions which replicate 
such conditions with high fidelity. Consistent with this conclusion, 
Klein and Lipshitz developed their models from descriptions of real 
decision cases; Pennington and Hastie, and Rasmussen, worked with 
high-fidelity simulators; and Beach and Mitchell, and Connolly, relied 
to a great extent on research conducted in realistic settings. 

In conclusion, there is considerable affinity between the nine mod­
els of decision making in realistic settings reviewed in this chapter. 
'!\vo challenges that lie ahead are the construction of a theory of deci­
sion making in the real world and learning to apply these models 
effectively to help decision makers make better decisions. To meet both 
challenges, it is necessary to progress from the high-level terminology 
that the models currently use (e.g., framing, pattern seeking, recogniz­
ing typicality, and matching) to more specific descriptions of how these 
processes are carried out. 

KEY POINTS 

• No unified theory has yet been proposed describing how individuals 
make decisions in naturalistic settings. 

• This chapter reviews nine current models and assesses areas of 
agreement across them. 

• These models have six common themes about naturalistic decision 
making: 

Real-world decisions are made in a variety of ways. 
Situation assessment is a critical elements in decision making. 
Decision makers often use mental imagery. 
Understanding the context surrounding the decision process is 
essential. 
Decision making is dynamic-it does not consist of discrete 
isolated events or processes. 
Normative models of decision making must derive from an 
analysis of how decision makers actually function, not how 
they "ought" to function. 

-



Chapter 6 

A Recognition-Primed Decision (RPD) Model 
of Rapid Decision Making* 

Gary A. Klein 
Klein Associates Inc. 
Fairborn; OH 

INTRODUCTION 

Traditional models of decision making do not take into account many 
critical aspects of operational settings, as described in Chapter 1 .  Deci­
sion makers in operational settings are usually very experienced, in ' 
contrast to the naive subjects used in laboratory studies. In this chap­
ter I present a recognitional model of decision making that shows how 0 

people can use experience to avoid some of the limitations of analytical 
strategies. This model explains how people can make decisions without 
having to compare options. It fuses two processes-situation assess­
ment and mental simulation-and asserts that people use situation 
assessment to generate a plausible course of action and use mental 
simulation to evaluate that course of action. I believe this recognition­
al model describes how decision making is usually carried out in real­
world settings. This conclusion is based on a series of studies in which 
it was found that recognitional decision making is much more common 
than analytical decision making. Finally, I contrast the strengths and 
weaknesses of recognitional and analytical decision strategies . 

., Funding fOT the research cited in this chapter was received from the U.S. Army 
Research Institute for the Behavioral and Social Sciences, Contracts MDA90a-S6-C-0170 

and MDA903-85-C-0327. However, the views, opinions, andlor findings contained in this I 
chapter are those of the author and should not be construed as an official Department of 

the Army position, policy, or decision. l wish to thank Caroline Zsambok, Michael Doher­
ty. and Reid Hastie for their helpful suggestions for improving this chapter. 
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RECOGNITIONAL DECISION MAKING 

For the past several years, my colleagues and I have been studying 
command-and-control performance and have generated a Recognition­
Primed Decision (RPD) model of naturalistic decision making. We be­
gan (Klein, Calderwood, & Clinton-Cirocco, 1986) by observing and 
obtaining protocols from urban fireground commanders (FGCs) about 
emergency events that they had recently handled. Some examples of 
the types of decisions these commanders had to make include whether 
to initiate search and rescue, whether to initiate an offensive attack or 
concentrate on defensive precautions, and where to allocate resources. 

The fireground commanders' accounts of their decision making do 
not fit into a decision-tree framework. The fireground commanders 
argued that they were not "making choices," "considering alterna­
tives," or "assessing probabilities." They saw themselves as acting and 
reacting on the basis of prior experience; they were generating, moni­
toring, and modifying plans to meet the needs of the situations. We 
found no evidence for extensive option generation. Rarely did the fire­
ground commanders contrast even two options. We could see no way in 
which the concept of optimal choice might be applied. Moreover, it 
appeared that a search for an optimal choice could stall the fireground 
commanders long enough to lose control of the operation altogether. 
The fireground commanders were more interested in finding actions 
that were workable, timely, and cost effective. 

It is possible that the fireground commanders were contrasting al-, 
ternatives, but at an unconscious level, or possibly the fireground com­
manders were unreliable in their reports. We have no way of demon­
strating that the fireground commanders weren't contrasting 
alternative options, but the burden of proof is not on us. There is no 
way to prove that something isn't happening. The burden of proof is on 
those who wish to claim that somehow, at some level, option com­
parison was going on anyway. The reasons we believe that the fire­
ground commanders were rarely contrasting options are: it seems un­
likely that people can apply analytical strategies in less than a minute 
(see, for example, Zakay & Woo!er, 1984); each FGC argued forcefully 
that he or she wasn't contrasting options; and they described an alter­
native strategy that seemed to make more sense. 

Clearly, the fireground commanders were encountering choice 
points during each incident. During the interviews the fireground 
commanders could describe alternative courses of action that were 
possible, but insisted that, during the incident, they didn't think about 
alternatives or deliberate about the advantages and disadvantages of 
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the different options. Instead, the fireground commanders relied on 
·their abilities to recognize and appropriately classify a situation, simi­
lar to the findings of Chase and Simon (1973) for chess players. Once 
the fireground commanders knew it was "that" type of case, they usu­
ally also knew the typical way of reacting to it. They would use avail­
able time to evaluate an option's feasibility before implementing it. 
They would imagine how the option was going to be implemented, to 
discover if anything important might go wrong. If problems were fore­
seen, then the option might be modified or rejected altogether, and 
another highly typical reaction explored. 

We have described this strategy as a Recognition-Primed Decision 
(RPD) model (e.g., Klein, 1989a; Klein et a!., 1986) of how experienced 
people can make rapid decisions. For this task environment, a recogni­
tional strategy appears to be highly efficient. The proficient fire­
ground commanders we studied used their experience to generate a 
workable option as the first to consider. If they had tried to generate a 
large set of options, and to systematically evaluate these, it is likely 
that the fires would have gotten out of control before they could make 
any decisions. 

The RPD model is presented in Figure 6.1. The simplest case is one 
in which the situation is recognized and the obvious reaction is imple­
mented. A somewhat more complex case is one in which the decision 
maker performs some conscious evaluation of the reaction, typically 
using imagery to uncover problems prior to carrying it out. The most � 

complex case is one in which the evaluation reveals flaws requiring 
modification, or the option is judged inadequate and rejected in favor 
of the next most typical reaction. Because of the importance of such 
evaluations, we assert that the decision is primed by the way the situa­
tion is recognized and not completely determined by that recognition. 

Orasanu and Connolly, in Chapter 1, presented one of the firefight­
ing incidents we studied-a reported fire in the basement of a four­
story apartment building. Upon arrival, the FGC assessed the problem 
as a vertical shaft fire in a laundry chute. Since there had been no sign 
of smoke from the outside, he judged that the fire was just getting 
underway. This situation assessment included plausible goals (he be­
lieved there was time to put it out before it got out of control), critical . 
cues (he needed to find out how far the fire had spread up the shaft), 
expectancies (he believed that the firefighters could get above the fire 
in time to put it out), and an obvious course of action (send teams with , 
hoses up to the first and second floors). 

Unfortunately, the fire had just spread beyond the second floor, and 
the crews reported back that they were too late. The FGC then walked 
back to the front of the building, where he saw smoke beginning to 
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Figure 6. 1 Recognition-Primed Decision Model 
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escape from under the eaves, just under the roof. He imagined how the 
fire had just reached the fourth floor, pushing smoke down the hall. 
His situation assessment shifted-this was no longer a simple vertical 
shaft fire. The whole building was being engulfed. The goals were now 
obvious-search and rescue. The critical cues included the front stair­
way as a prime evacuation route. The side stairway, previously the 
focus of activity, was now irrelevant. The expectancies now centered 
around the FGC's belief that spread of the fire might be too fast to 
ensure complete evacuation of the building. The course of action was 
straightforward-cease attempts to extinguish the fire, begin search 
and rescue operations, and call in a second alarm. 

There seem to be four important aspects of situation assessment (a) 
understanding the types of goals that can be reasonably accomplished 
in the situation, (b) increasing the salience of cues that are important 
within the context of the situation, (c) forming expectations which can 
serve as a check on the accuracy of the situation assessment (Le., if the 
expectancies are violated, it suggests that the situation has been mis­
understood), and (d) identifying the typical actions to take.! 

In the case of the laundry chute fire, the goals were partially deter­
mined by doctrine (e.g., when to conduct search and rescue) and par­
tially by the nuances of the situation-the goal of trying to extinguish 
the fire did not prevent the FGC from later ordering his crews to begin 
search and rescue. But the FGC did have to make sure that the attack 
on the fire didn't take too long or become too exhausting. In addition, 
during the initial attempt to extinguish the fire, the crew members 
were all clustered around the rear stairway where the fire was spread­
ing, so they were well positioned to shift into a search and rescue mode. 
when necessary. The FGC had to be sensitive to a variety of goals at 
the same time. A simplistic decision analysis that separated different 
goals might have been misleading, whereas a more sophisticated deci­
sion analysis would be difficult to carry out under these time 
pressures. 

Continuing with the discussion of Figure 6.1, if there is enough 
time the decision maker will evaluate the dominant response option by 

1 It should be noted that we had anticipated that the fireground commanders would 
rely on retrieval of analogue cases. But despite our probes, the fireground commanders 
rarely were able to identify analogues they had used. Each incident had so many unique 
aspects that there was no incident where an analogue matched the entire episode. Ana- I 
logues were cited as occasionally helpful for aspects of an incident. For the most part, the 
vast experience of the fireground commanders had enabled them to merge the individu­
al cases and to be able to use a judgment of familiarity or prototypicality that would not 
be present with the retrieval of an individual analogue case. 
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imagining it, conducting a mental simulation to see ifit will work. If it 
does, it will be implemented. If it runs into problems, it will be modi­
fied. If it can't be fixed, then it will be rejected, and another likely 
option will be considered. If there is not adequate time, the decision 
maker is prepared to implement the course' of action that experience 
has generated as the most likely to be successful. Note that this eval­
uation is context-specific. The evaluation is directed at how a course of 
action will fare in an actual situation, not at rating the advan­
tages/disadvantages for various dimensions. 

A recognitional decision process can also be seen in the example of 
the Libyan airliner incident, presented in Chapter 2. The Israeli gener­
al did not try to generate a set of options or evaluate the options in 
terms of utilities, probabilities, standard evaluation dimensions, or 
base rates. Instead, the focus was on fOl'1Iling a situation assessment. 
The general appeared to be willing to treat the airplane as being off 
course during a commercial flight, but the deviant behavior of pretend­
ing to land and then fleeing to the west challenged this interpretation. 
The general used mental simulation to try to imagine how a legitimate 
pilot would have taken such actions in good faith and could not come 
up with a plausible scenario. Using the failure to find a plausible story 
as evidence, the general concluded that the pilot was not on a legiti­
mate flight. From this situation assessment, the goal was obvious­
prevent the airplane from escaping. The course of action was also 
obvious-force the plane down. Even in retrospect, knowing the conse­
quences, it is hard to specify a superior decision strategy. 

Mental simulation is also used in evaluating a course of action. One 
incident from our study of forest fires involved a decision to use a key 
road to transfer crews to and from the fire line. A staff member noted 
that a slight shift in wind direction could quickly bring the fire right 
across the road. The other staff members saw this was a real danger, so 
they decided to close that road and transfer operations to another, less 
convenient road. This decision did not involve any comparison of the 
strengths and weaknesses of using each of the roads. Instead, there 
was a sequential evaluation in which the prime option was identified, 
mental simulation was carried out, the prime option was rejected, and 
was replaced by a second option. 

There are a number of features that distinguish the RPD model 
from classical decision models. 

• The RPD model focuses on situation assessment rather than judg­
ing one option to be superior to others. 

• The RPD model describes how people bring their experience to bear 
on a decision. 
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• The RPD model asserts that experienced decision makers can iden­
tify a reasonably good option as the first one they consider, rather 
than treating option generation as a semi-random process, requir­
ing the decision maker to generate many options. 

• The RPD model relies on satisficing (Simon, 1955) rather than 
optimizing-finding the first option that works, not necessarily the 
best option. 

• The RPD model focuses on serial evaluation of options and thereby 
avoids the requirement for concurrent deliberation between options 
that marks the focus on the "moment of choice." 

• The RPD model asserts that experienced decision makers evaluate 
an option by conducting mental simulations of a course of action to 
see if it will work, rather than having to contrast strengths and 
weaknesses of different options. 

• Finally, a recognitional strategy enables the decision maker to be 
continually prepared to initiate action by committing to the option 
being evaluated. Formal strategies require the decision maker to 
wait until the analyses are completed before finding out which op­
tion was rated the highest. 

We have studied the use of recognitional decision making in a vari­
ety of tasks and domains, including fireground command, wildland 
fire incident command teams, U.S. Army Armored Division personnel 
(see Klein, 1989a, for a description of these), battle planning (Thor­
dsen, Galushka, Klein, Young, & Brezovic, 1990), critical care nursing 
(Crandall & Calderwood, 1989), and chess tournament play (Calder­
wood, Klein, & Crandall, 1988). 

These studies reflect a broad range of task constraints. The studies 
cover decisions made over several days as well as those made in less 
than 1 minute; decisions involving primarily a single individual and 
also teams of 5-9 people; decision makers with more than 20 years of 
command experience and newly promoted officers. Both qualitative 
and quantitative methods of investigation were employed in these 
studies, including semistructured interviews, on-site observations, and 
protocol analysis. The tasks performed ranged in the level of realism 
from the observations and interviews during an actual wildland fire · 
requiring coordination of 4,000 crew members, to military exercises 
and computer simulations, to classroom planning exercises. 

The results have provided support for the validity and utility of the , 
model as it applies to individual decision makers. Table 6.1 reports the 
results of five studies that attempted to tabulate the incidence of RPD 
strategies vs. concurrent deliberation of options, for nonroutine deci­
sions. We can see that the recognitional strategies were more frequent, 
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Table 6. 1 .  Frequency at P.PD Strategies Across Domains· 

Study 

1 .  Urban Flreground Commanders (FGC -1 ) 
2. Expert Fireground Commanders (FGC-2) 

Novice Fireground Commanders (FGC-2) 
J. Wildfire 
4. Tonk Platoon leaders 
5. Design Engineers 

# Decision 
PoiNs 

1 56 
48 
JJ 

1 1 0 
55 
51 

Proportion at Decision 
Points Handled Using 

P.PD Strategies 

80% 
58% 
46% 
5 1 %  
42% 
60% 

*These data were adopted from Advances in Man-Mochlne Systems Research, 5, 1 989. 
Copyright <0 1989 by JAI Press. Reprinted by permission. 

even for these very difficult cases. This is true under circumstances 
where the coding system involved a liberal criterion for categorizing a 
decision as "analytical" (i.e., relying on concurrent generation and 
evaluation of options). If there was any indication that two or more 
options were contrasted, even if the decision maker abandoned the 
effort or used it for only a limited part of the incident, it was classified 
as analytic. Our coding methods were shown to be highly reliable; 
Taynor, Crandall, and Wiggins (1987) found intercoder agreement to 
be between 87%-94%. 

For the first study in Table 6.1, Urban FGC-1, we looked at all the 
decision points in nonroutine incidents, including trivial decisions. 
These decision makers averaged 23 years of experience and showed 
80% recognitional decisions. The second study (FGC-2) only examined 
the nonroutine command decision points of nonroutine incidents. The 
proportion of recognitional decisions was 58% for the experts and 46% 
for the novices. In Study 3, the functional decisions about fighting the 
forest fires showed 56% recognitional decisions, whereas the organiza­
tional decisions (whether to relieve someone of command) required 
more comparisons of different options. There the rate of recognitional 
decision making was only 39%, yielding an average of 51 %. The inci­
dent commanders in this study averaged 24 years of experience. In 
Study 4, the tank platoon leaders were cadets in their first 10 days of 
training, and the proportion of recognitional decisions was below 50%. 
For Study 5, we found that experienced design engineers who were not 
under time pressure still relied heavily on recognitional decision mak­
ing for difficult cases (60%). These data suggest that recognitional 
strategies are the most frequent, even for nonroutine decisions. Ana­
lytical strategies are more frequently used by decision makers with 
less experience. 
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STRENGTHS AND WEAKNESSES OF 
RECOGNITIONAL DECISION MODELS 

I am not proposing that there is a best decision strategy. Both recogni­
tional and analytical approaches have their functions. Sometimes, 
both are applied within the same decision task. My claim is that recog­
nitional strategies can be adaptive, can allow experienced decision 
makers to respond effectively, and should be acknowledged as a poten­
tial source of strength. 

I have noted some limitations of analytical decision strategies. If . 
they are used in the wrong conditions, they can leave the decision 
maker unable to react quickly and effectively. Conversely, the danger 
of misapplying recognitional decision strategies is that personnel will 
lack the experience needed to identify effective courses of action as the 
first ones considered, or will lack the ability to mentally simulate the 
option to find the pitfalls, or will fail to optimize when necessary. For 
example, the task of generating an operational order of battle requires 
speed and satisficing, and can be compromised by excessive use of 
analytical decision strategies. However, the task of anticipating the 
enemy's course of action requires optimizing to identify the worst 
thing that the enemy might do, and here recognitional processes can 
lead to tunnel vision and self-deception. 

Studies by other researchers suggest that there are a number of 
factors affecting the use of analytical vs. recognitional decision "strat­
egies" (e.g., Hammond, Hamm, Grassia, & Pearson, 1987). Our re­
search has shown that recognitional decision making is more likely 
when the decision maker is experienced, when time pressure is great­
er, and when conditions are less stable. In contrast, analytical decision 
making seems to prevail when the available data are abstract and 
alphanumeric rather than perceptual, when the problems are very 
combinatorial, when there is a dispute between different constituen­
cies, and when there is a strong requirement to justify the course of 
action chosen. 

We do not believe that an RPD process approach should be taught, 
since the RPD model is already a description of what people do. In­
stead, we would argue that training is needed in recognizing situa­
tions, in communicating situation assessment, and in acquiring the 
experience to conduct mental simulations of options. 

This chapter has tried to show that when people use recognitional , 
rather than analytical strategies, it is not a sign of incompetence or 
irrationality. Recognitional strategies have strengths and value in nat­
uralistic settings. 
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KEY POINTS 

• Prescriptive decision strategies are not designed for ill-defined 
tasks or for time-pressured situations. 

• A Recognition-Primed Decision (RPD) m6del describes how decision 
makers use their experience to avoid painstaking deliberations. 

• Experience enables a person to understand a situation in terms of 
plausible goals, relevant cues, expectancies, and typical actions. 

• Experienced decision makers usually try to find a satisfactory 
course of action, not the best one. 

• Experienced decision makers can usually identify an acceptable 
course of action as the first one they consider, and rarely have to 
generate another course of action. 

• Decision makers can evaluate a single course of action through 
mental simulation. They don't have to compare several options. 

• Recognitional decision strategies are more appropriate under time 
pressure and ambiguity; analytical strategies are more appropriate 
with abstract data and pressure to justify decisions. 

• In a variety of operational settings, recognitional decision strat­
egies are used more frequently than analytical strategies, even for 
difficult cases. 



Chapter 7 

Image Theory: Personal and Organizational 
Decisions 

Lee Roy Beach 
University of Arizona 

Image theory (Beach, 1990; Beach & Mitchell, 1987, 1990) is a descrip­
tive theory of decision making, in contrast to classical theory, which is 
a normative, prescriptive theory (Beach & Lipschitz, this vqlume). The 
decision maker is viewed as having to make up his or her mind about · 
what goals to pursue, how to pursue them, and, once pursuit has be­
gun, whether adequate progress is being made. In some cases the deci­
sion maker operates privately, making decisions that pertain pri­
marily to his or her personal interests, although even personal 
decisions often have implications for, and are influenced by, the inter­
ests of other persons. In other cases the decision maker acts for a group 
or organization, be it a family, a club, or a business. In these latter 
cases, the decision maker has to make up his or her own mind and then 
merge the decision with the individual decisions of other members of 
the organization who have a stake in the final decision. Image theory 
focuses upon the individual decision maker's decisions, rather than 
upon the merging of multiple individuals' decisions into a group 
decision. 

The decision maker possesses three decision-related images, which 
are knowledge structures that constrain the decisions that he or she 
can make (see Beach, 1990, for a discussion of images as knowledge 
structures). The first is an image of how things should be and how 
people ought to behave. This image is composed of the decision maker's 
values, morals, ethics, and personal crotchets, which, for convenience, 
are collectively called principles. They are his or her bedrock beliefs 
about what is right and wrong, good and bad, proper and improper, 
appropriate and inappropriate-the absolutes that guide the decision 
maker's choices and actions. In organizational contexts these princi-

1 48 
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pies include beliefs and values that are held in common with other 
members of the organization, particularly in regard to the activities of 
the organization. It is only by sharing, or at least knowing about, the 
group's principles that the decision maker can participate successfully 
in the organization's decision making (Beach, Smith, Lundell, & 
Mitchell, 1988). 

Principles run the gamut from the general ("Honesty is the best 
policy") to the specific ("We always meet the payroll on time"), from 
the admonitory ("Try to treat the customer as you would want to be 
treated") to the imperative ("Never discuss internal financial affairs 
with outsiders!). Principles are not all necessarily admirable ("Do unto 
others before they do unto you"), nor are they all necessarily rational­
as Sigmund Freud tried to tell us. However, the principles that are 
deemed by the decision maker to be relevant to the decision at hand 
are the ultimate criteria for that decision. Potential goals and actions 
that are incompatible with relevant principles will be rejected. 

The decision maker's second image is of the things that he, she, or 
the organization wants to accomplish, and the third image is of what is 
being done to accomplish them. The former consists of an agendum of 
gools to accomplish and timelines for accomplishing them. The latter 
consists of a roster of plans for reaching the goals. A major part of 
decision behavior consists of monitoring the implementation of these 
plans in an effort to assay their progress toward goal attainment­
lack of progress triggers reexamination of the plan's adequacy or the 
goal's fundamental attainability, with an eye to replacement of either 
or both. 

Decision making consists of accepting or rejecting potential goals 
and plans for addition to the second and third images, and of monitor­
ing the progress of plans as implementation proceeds. Potential goals 
for addition to the second image arise from the need to satisfy princi­
ples ("We should try to accomplish X because it promotes fairness and 
equity"), or from an outside suggestion (from one's spouse, friend, 
boss), or from their being naturally correlated with other goals ("As 
long as my doctor insists that I lose weight, I might as well try to get 
back into shape too"). Potential plans for the third image, plans for 
accomplishing adopted goals, come from past experience (doing what 
worked before, with adjustments to fit the new circumstances), from 
instruction by someone who has relevant experience (training), or by 
flashes of creative inspiration. Ready-made plans for achieving com­
monly sought goals, either from past experience or instruction, are 
called policies. 

Adoption of a potential goal or plan is based, first of all (and some­
times solely), upon whether it is even reasonable. That is, how compat-
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ible it is, how well does it fit, with what the decision maker values and 
with what he or she is already seeking and doing? Compatibility 
means that it is not contrary to relevant principles and that it does not 
cause foreseeable trouble for existing goals or plans. If it is not wholly 
compatible, how incompatible is it? If it is not too incompatible, it 
might work out all right. However, there is some degree of incom­
patibility, some degree of lack of fit, that exceeds the decision maker's 
tolerance and calls for rejection of the potential goal or plan (Beach, 
1990; Beach & Mitchell, 1987, 1990; Beach et ai., 1988; Beach & Strom, 
1989; van Zee, Paluchowski, & Beach, in press). . 

Decision making begins with potential goals and plans being sub­
jected to a test of their compatibility with the decision maker's three 
images in order to screen out those that do not warrant further consid­
eration. If this initial screening involves only one potential goal and if 
that goal is judged to be sufficiently compatible, it is adopted, and the 
decision maker proceeds to seek a plan for its accomplishment-either 
an existing policy or a new plan. If the process involves more than one 
potential goal and only one is judged to be reasonably compatible, the 
situation is similar to having started with only one potential goal that 
was judged to be compatible-it is adopted and a plan is sought. If 
more than one potential goal is involved and more than one passes the 
initial screening on the basis of compatibility, it becomes necessary to 
choose among them. Any of a number of strategies may be used to 
choose the best of the survivors of screening; many involve comparison 
of the foreseeable payoffs of adopting each of the survivors and ·selec­
tion of the survivor that offers the greatest potential profit (Beach & 
Mitchell, 1978). Note that the theory posits two decision mechanisms: 
one that serves to screen out unacceptable goals, and one that serves to 
choose the best when there are multiple survivors of the screening 
decision. 

These same two decision mechanisms are used in the adoption of 
plans. 

Decisions about the progress of plan implementation involve fore­
casting where the plan will lead. If the forecasted result does not 
include the goal it is supposed to achieve, the plan must b� revised to 
include it, or rejected and an alternative sought. Ifrevision is impossi­
ble or unsuccessful and if no satisfactory alternative to the plan can be 
found, the goal itself must be revised or rejected. Decisions about the 
adequacy of progress rely upon compatibility between the forecasted 
result of plan implementation and the goal that the plan is supposed to 
achieve-the same decision mechanism that is used for screening of 
goals and plans. 

Many decisions about goals, plans, and progress are straightforward 

.. 
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and almost seem to make themselves. This occurs when the screening 
mechanism reveals that the potential goal or plan (or progress) is 
either so compatible or so incompatible with clearly relevant princi­
ples, existing goals, and ongoing plans that there is little question 
about what to do (Mitchell & Beach, 1990).'Sometimes, however, deci­
sions require more deliberation in order to clarify the relevant criteria 
and to identify the relevant characteristics of the potential goal or plan 
(Beach, Mitchell, Paluchowski, & van Zee, in press). Image theory is an 
attempt to identify the mechanisms common to both kinds of decisions. 

IMAGE THEORY 

Having outlined the theory rather informally, we turn now to a more 
formal presentation. 

Images 

To begin, image theory assumes that decision makers use three differ­
ent schematic knowledge structures to organize their thinking about 
decisions. These structures are called images, in deference to Miller, 
Galanter, and Pribram (1960), whose work inspired image theory. The 
first of the three is the value image, the constituents of which are the 
decision maker's principles. These are the imperatives for his or her 
behavior, or the behavior of the organization of which he or she is a 
member, and serve as rigid criteria for the rightness or wrongness of 
any particular decision about a goal or plan. Principles serve to inter­
nally generate candidate goals and plans for possible adoption, and 
they guide decisions about externally generated candidate goals and 
plans. 

The second image is the trajectory image, the constituents of which 
are previously adopted goals. This image represents what the decision 
maker hopes he, she, or the organization will become and achieve. 
Goals can be concrete, specific events (landing a contract) or abstract 
states (a successful career). The goal agendum is called the trajectory 
image to convey the idea of extension, the decision maker's vision of 
the ideal future. 

The third image is the strategic image, the constituents of which are 
the various plans that have been adopted for achieving the goals on the 
trajectory image. Each plan is an abstract sequence of potential ac­
tivities beginning with goal adoption and ending with goal attain­
ment. One aspect of plans, their concrete behavioral components, are 
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tactics. Tactics are specific, palpable actions that are intended to facili­
tate implementation of an abstract plan to further progress toward a 
goai. The second aspect of plans is forecasts. A plan is inherently an 
anticipation of the future, a forecast about what will happen if certain 
classes of tactics are executed in the course of plan implementation. 
However, it need not be inflexible-it can change in light of informa­
tion about the changing environment in which implementation is (or 
might be) taking place. Therefore, it serves both to guide behavior and 
to forecast the results of that behavior. By monitoring these forecasts 
in relation to the goals on the trajectory image, the decision maker can 
evaluate his or her progress toward realization of the ideal agendum 
on the trajectory image. 

' 

Two Kinds of Decisions, Two Decision Tests 

There are two kinds of decisions, adoption decisions and progress deci­
sions. These decisions are made using either or both of two kinds of 
decision tests, the compatibility test or the profitability test. 

Adoption decisions also can be divided into two, screening decisions 
and choice decisions. Adoption decisions are about adoption or rejection 
of candidate goals or plans as constituents of the trajectory or strategic 
images. Screening consists of eliminating unacceptable candidates. 
Choice consists of selecting the most promising from among the sur­
vi vors of screening. 

Progress decisions consist of assaying the fit between the forecasted 
future if implementation of a given plan is continued (or if a particular 
candidate plan were to be adopted and implemented) and the ideal 
future as defined by the trajectory image. Incompatibility triggers 
rejection of the plan and adoption of a substitute (often merely a revi­
sion of the old plan that takes into consideration feedback about the 
environment). Failure to find a promising substitute prompts reconsi­
deration of the plan's goal. 

The compatibility test makes adoption decisions on the basis of the 
compatibility between the candidate and the three images. Actually, 
the focus is upon lack of compatibility, in that a candidate's com­
patibility decreases as a function of the weighted sum of the number of 
its violations of the images, where the weights reflect the importance 
of the violation (Beach et ai., 1988; Beach & Strom, 1989; van Zee et 
ai., in press). Violations are defined as negations, contradictions, con­
traventions, preventions, retardations, or any similar form of inter­
ference with the actualization of one of the images' constituents. Each 
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violation is all-or-none (-l or 0). The decision rule is that, if the 
weighted sum of the violations exceeds some absolute rejection thresh­
old, the candidate is rejected; otherwise it is adopted. The rejection 
threshold is that weighted sum above which the decision maker re­
gards the candidate as incompatible with his, her, or the organization's 
principles, goals, and ongoing plans. 

The compatibility test makes progress decisions by assaying com­
patibility between the trajectory and strategic images. In this case 
violations are of the trajectory image's constituents by the strategic 
image's constituents (its forecasts). The decision rule is that, when the 
weighted sum of violations exceeds the rejection threshold, reevalua­
tion of the plan that generated the forecast is undertaken and the 
faulty plan is replaced. Note that the compatibility test serves both 
adoption and progress decisions. 

The profitability test makes adoption choices from among the sur­
vivors of screening by the compatibility test. Unlike the compatibility 
test, the profitability test is not a single mechanism. Instead, it is a 
shorthand term for the unique repertory of choice strategies <Beach & 
Mitchell, 1978) that the individual decision maker possesses for adopt­
ing the potentially most profitable candidate from among a set of two 
or more candidates, all of which are at least minimally acceptable. The 
minimal acceptability of the adoption candidates from among which 
the choice is to be made is assured by the prior application of the 
compatibility test. In short, the profitability test is a "tie breaker" 
when more than one adoption candidate passes the compatibility test's 
screening. The compatibility test screens out the wholly unacceptable 
candidates, and the profitability test chooses the best from among the 
survivors. Of course, if only one candidate survives the compatibility 
test, there is no need to apply the profitability test-the candidate 
simply is adopted on the basis of compatibility. The profitability test 
serves adoption decisions but does not serve progress decisions. 

Decision Framing 

Both prescriptive and descriptive decision theories usually assume 
that the decision maker has identified the available courses of action 
and knows his or her preferences for the consequences of the actions. 
The theories then proceed to prescribe or describe the subsequent steps 
in the decision about which course of action to choose. From the deci­
sion maker's viewpoint this is the wrong emphasis-it usually is far 
more difficult to figure out what the decision is about, that is, what its 
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goal is, than it is to make a decision about what to do once you know 
what is to be accomplished. Indeed, it often is the case that to have 
identified the goal is, effectively, to have decided on a course of action. 
This is because the decision maker can implement preformulated 
plans, called policies, for achieving goals of the class to which the 
current goal belongs. Indeed, much of what lay persons call "decision 
making" actually consists of identifying goals as having been suc­
cessfully achieved in the past and applying the previously successful 
plan for achieving them, with appropriate modifications to fit the new 
circumstances (Klein & Calderwood, 1991). The process of identifying 
the goal, and the process of recalling a policy for it if one exists, is. 
called framing the decision. 

A frame is that portion of his or her store of knowledge that the 
decision maker brings to bear on a particular context in order to endow 
that context with meaning (Beach, 1990). As such it involves using. 
information about the present context to probe memory (Beach, 1964; 
Hintzman, 1986). If the probe locates a contextual memory that has 
features that are virtually the same as those of the current context, 
particularly in regard to the goal that was predominant in both con­
texts, the current context is said to be recognized. Recognition serves 
two ends: first, it defines which image constituents are relevant to the 
situation at hand, and second, it provides information about goals that 
previously have been pursued in this situation and about the plans, 
both successes and failures, that have been used to pursue them. 

That is, not all of the constituents of the images are relevant to the 
present situation, and in order to reduce cognitive load it is prudent to 
limit decision deliberation to those that are relevant-the relevant 
constituents of each of the three images constitute the working images 
for the decision at hand. (Of course, if for some reason the situation is 
misrecognized, misframed, the decision maker may later find that the 
working images did not contain the appropriate subsets of constitu­
ents. Thus, for example, principles that were deemed irrelevant to the 
decision may, in retrospect, turn out to have been relevant, ' and the 
goals and plans that seemed acceptable at th.,. time should not in fact 
have been adopted.) In addition, part of the recognized contextual 
memory is the goal(s) that was pursued before, as well as the plan(s) 
that was used to pursue it; if a same or similar goal is being pursued 
this time, the plan that was used before may either be used again (in 
which case it constitutes a policy) or be used as the foundation for a 
new plan (which then must pass through the adoption process outlined 
above). Framing and its implications are an important part of image 
theory, but space precludes a more detailed discussion here. See Beach 
(1990) for more detail. 
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Research 

Image theory draws upon a broad and varied conceptual and empirical 
literature (see Beach, 1990). However, because the theory is so new, the 
research that it has generated has necessarily been somewhat narrow 
in focus. Thus far the emphasis has been upon the compatibility and 
profitability tests. 

Research on the compatibility test has examined the plausibility of 
the prediction that compatibility is determined primarily by viola­
tions. Studies have been conducted in both laboratory and nonlabora­
tory contexts. In one laboratory study, Beach and Strom (1989) had 
subjects screen potential jobs, the characteristics of which were or were 
not compatible with the decision maker's criteria for an ideal job. It 
was found that the threshold for jobs being rejected or accepted was 
based exclusively upon violations, and that the rejection threshold was 
constant across jobs. That is, the sole role of nonviolations in screening 
was to terminate information search when a job had too few violations 
to justify rejecting it-thus precluding an infinite search for flaws in 
near-perfect candidates. 

In a nonlaboratory study of compatibility, Beach et al. (1988) exam­
ined the role of violations in executives' assessments of the com­
patibility of various plans for achieving a specified goal for their re­
spective firms. There were three firms (two manufacturers of sports 
clothes and one manufacturer of alcoholic beverages). The guiding 
principles for each firm were ascertained through extensive interviews 
prior to the experiment. Then executives from each firm were pre­
sented with candidate plans for achieving the goal of successful intro­
duction of a new product. The task was to assess the compatibility of 
each plan with the subject's own firm. It was found that the sum of 
weighted violations of the particular firm's principles accounted for 
the compatibility assessments made by the executives of that firm. 

In a third study of the compatibility test, van Zee et al. (in press) 
examined the fate of information that is used in the compatibility test. 
It was found in a series of laboratory experiments that, when choices 
are made among the survivors of the compatibility test (screening), 
very little weight was accorded the information upon which com­
patibility had been assessed. It was as if the information in some way 
had been 'used up' during screening, and choice therefore was based 
almost entirely upon information acquired after screening had taken 
place. Because choice virtually ignores the prescreening information, 
it sometimes selects a different candidate than it would have if all of 
the available information had been taken into consideration. 

Further research on compatibility, with emphasis upon the rejection 
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threshold, currently is under way. One study in this series has found 
that, when told that none of the survivors of screening was still avail­
able for choice, 31 of 35 subjects (89%) opted to start all over again 
with entirely new candidates rather than go back and reconsider can­
didates that had been screened out earlier. This suggests that there is 
resistance to changing the rejection threshold unless the criteria (prin­
ciples, existing goals, and ongoing plans) change. Apparently the un­
availability of the survivors of screening is an insufficient reason to 
change the threshold. 

Research on the profitability test is older than research on the com­
patibility test, because the former was motivated by Beach and 
Mitchell's earlier (1978) decision strategy selection model. As was 
stated above, the profitability test is a name for the decision maker's 
repertory of choice strategies. Image theory incorporates the Beach' 
and Mitchell (1978) strategy selection model as the profitability test, 
Thus research on the profitability test, strategy selection, draws heav­
ily from existing literature (e.g., Olshavsky, 1979; Payne, 1976; Payne, 
Bettman, & Johnson, 1988; Svenson, 1979) in addition to work done in 
our own laboratory (Christensen-Szalanski, 1978, 1980; Huffman, 
1978; McAllister, Mitchell, & Beach, 1979; Nichols-Hoppe & Beach, 
1990; Smith, Mitchell, & Beach, 1982; Waller & Mitchell, 1984). The 
results support the contention that decision makers possess repertories 
of choice strategies, and that their selection of which strategy to use in 
a particular decision is contingent upon specific characteristics of the 
decision problem, the decision environment, and of the decision maker 
himself or herself. In the context of image theory the profitability test 
specifies some of these contingencies (Beach, 1990). 

SUMMARY 

We briefly have examined a new descriptive theory of individual deci­
sion making for personal and organizational decisions. We began with 
an informal presentation of the general ideas. This was followed with 
a more formal presentation of the theory and a discussion of the re­
search that has been done thusfar. Of course, in such a brief exposition 
it has been necessary to gloss over many of the details of the theory. 
For a fuller description the reader is directed to Beach (1990). 

KEY POINTS 

• Image theory is a descriptive theory of decision making, as opposed 
to a normative, prescriptive theory. 
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• Decision makers possess three decision-related images that con­
strain decisions they can make: 

How things ought to be in terms of one's beliefs and values. 
- Goals toward which the decision maker is striving. 
- Plans for reaching the goals. 

• Decision making consists of: 
Adoption decisions, or deciding to accept or reject potential 
goals and plans. 
Progress decisions, or monitoring progress towards implemen­
tation of plans. 

• These decisions involve the use of the compatibility test and the 
profitability test. 
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Several lines of academic research on decision making and judgment 
have concluded that decision makers are inconsistent, experts do not · 
agree in judgment, and much less information is applied for judgment 
than the experts report as being significant. On the other hand, analy­
ses have shown that decision making in actual work contexts is consis­
tent and effective when judged against the pragmatic performance 
criteria that are actually governing work, and that very often are 
different from the criteria considered in research. This chapter pre­
sents a discussion of research on decision making within several do­
mains, including political judgment, troubleshooting, diagnostic judg­
ment, and decision biases. It offers the conclusion that practical 
decision making is not the resolution of separate conflicts, but a con­
tinuous control of the state of affairs in a dynamic environment. It is 
dependent on the tacit knowledge of context and cannot be separated 
from action planning. . 

A change in the research paradigm for analysis and modeling of 
decision making seems to be emerging. Classical decision theory has 
been focused on normative models, frequently derived from economic 
theories relevant to a management context.

· 
In general, normative 

models are well suited to teach novices rational decision strategies, 
which can introduce them to their profession and help them to be 
synchronized to the work content in order to prepare them for develop­
ment of professional know-how and skill. However, for proper design of 
tools to support decision making of experts, understanding the nature 
of expert skill and decision strategies is necessary. Attempts to use 
computer-based decision support systems have created a new interest 
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in modeling decision making in natural contexts. There has also been· a 
parallel shift from behavioristic studies and well-controlled laboratory 
experiments toward studies of cognitive and mental phenomena in 
complex, real-life work contexts. 

Academic research repeatedly has conCluded that human decision 
makers are inconsistent and irrational, and that different expert deci­
sion makers will disagree in their judgment. However, studies of actu­
al performance in work contexts seem to lead to another conclusion. A 
few examples are discussed here and compared to the recent findings 
in studies of actual decision making in complex work contexts. 

SOME APPROACHES TO ANALYSIS OF DECISION 
MAKING 

Electronic Troubleshooting 

A series of analyses of diagnostic behavior of electronic troubleshoot­
ing in the U.S. Navy during the 1960s concluded that service techni­
cians were inconsistent and unsystematic, and that they used many 
redundant observations, some of which could easily have been deduced 
from their prior knowledge (Rigney, Towne, & Mason, 1968). Such a 
conclusion, however, depends as much on the criteria for judgment as 
on the observed behavior. A closer look at the study cited will show 
that the reference to judgment was an information economic Bayesian 
decision model. The researchers assumed that, in "rational decision 
making," new observations are selected from a comprehensive evalua­
tion of all the information already collected. 

Whether this reference for judgment of actual performance is fair, 
depends on the performance criteria which are rational in the context. 
Rasmussen ( 1974) showed that expert troubleshooters have available 
several different strategies with very different properties regarding 
information economy, cognitive strain, time spent, prior knowledge 
about the failed system, and so on. In addition, it turns out that expert 
performance depends on the ability to match the properties of these 
different strategies to the performance criteria relevant in the actual 
work circumstances. For instance, experts would choose an informa­
tion economic strategy only when the cost of observation was high, 
such as during work on live control systems when measurement and 
manipulation involve the risk of system alarms and shut-down. In 
general, the criterion would be time spent on repair, with no concern 
about whether observations were redundant, because positive feedback 
from 'customers' is related to speedy service and not to elegant thought 
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processes. In consequence, given the actual circumstances and the 
great flexibility of experts with respect to mental strategies, our trou­
bleshooters were judged to be very rational in their choice of 
procedures-although they frequently made judgment errors. This 
can, however, be taken to be a kind of speed-accuracy tradeoff and a 
sign of expertise. The mathematician Hadamard (1945) found that 
expert mathematicians make many more errors than students but per- . 
ceived and corrected them much more effectively than students. 

Political Judgments of the General Public 

In the analysis of general election behavior by Philip Converse (see 
Nannestad, 1989), the political knowledge of the general public was 
analyzed by means of interviews repeated at different intervals, and 
the same persons were asked a number of political questions. Similarly 
to Rigney's studies of troubleshooting performance (Rigney et a!., 
1968), it was concluded that people are inconsistent and only few peo­
ple know what they are talking about in terms of political issues. In 
general, people responded as if they picked answers by chance. The ' 
presumed explanation of why people appear to have a rather consis­
tent political behavior was that they develop a "political habituation." 
In this way, behavior can be reasonably well structured, even . if 
thought is chaotic. 

Following David Robertson, Nannestad ( 1989) has applied multiple­
scaling techniques to analyze and correlate peoples' political attitudes 
and opinions about political parties. The result has been compared to a 
similar analysis of the voting behavior of politicians in the Parlia­
ment. The conclusion has been that the general public actually has a 
pretty clear picture of the different political parties, a picture that is 
consistent with the behavior of politicians in Parliament. Further­
more, analysis of actual elections shows that the movement of votes 
among parties is consistent with the change in behavior of the politi­
cians in Parliament. The conclusion in the present context is that 
people can act consistently and rationally, without being able to make 
explicit the underlying conceptual structure during controlled experi­
mental sessions. 

Medical Doctors and Stock Brokers 

Diagnostic behavior has been studied extensively within the social 
judgment paradigm, which is based on regression analysis of the effect 
of available cues on the judgment of subjects in laboratory environ-
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ments. This approach has been used to study diagnostic judgment in 
several professions, such as stockbrokers, clinical psychologists, and 
physicians (see, e.g., Brehmer, 1981). Cues identified as diagnostically 
relevant by expert judges are used to present subjects with trial cases, 
generally in the form of verbal descriptions on paper. Then, the statis­
tical model describing diagnostic behavior is identified. The general 
result has been that a linear statistical model, such as multiple­
regression analysis, has been adequate. Four general results are typi­
cal of such diagnostic experiments. First, the judgment process tends 
to be very simple. Even though experts identify up to 10 cues as rele­
vant to diagnosis, they actually use very few-usually only 2 or 3-
and the process tends to be purely additive. Second, the process tends 
to be inconsistent. Subjects do not use the same rule from case to case, 
and judgment in a second presentation of a case may differ consider­
ably from what it was the first time. Third, there are wide individual 
differences even among subjects with years of experience. They differ 
with respect to the cues used and the weights they apply. The fourth 
general result is that people are not very good at describing how they 
make judgments (Brehmer, 1981). 

Results from studies of diagnostic judgment in actual work contexts 
tend to paint a different picture. One reason derives from the fact that 
research on decision making and judgment in the social judgment par­
adigm has been focused on isolated diagnostic tasks in which subjects 
are asked to categorize and label a set of attributes. Compared to our 
analyses of diagnostic tasks in hospitals and repair shops, we can 
identify some important differences that will signal great caution for 
transfer of the results to actual professional work contexts. This state­
ment does not imply that the results of laboratory experiments are not 
valid for multiple-attribute judgment tasks, but rather that isolated 
multiple-attribute judgment is not the characteristic feature of real­
life diagnostic judgment. First, the experimental design suggests that 
decision makers are subject to an information input that they have to 
process. The task is isolated from its normal context, and, therefore, 
the 'tacit knowledge' of the subject has no opportunity to be "syn­
chronized." In actual work, subjects are immersed in the contextual 
background, and they are, therefore, tuned to ask questions to the 
environment rather than to process multiple-attribute sets. The vari­
ous features of the context through time serve to update the "attune­
ment" of the organism (Gibson, 1966). Second, in actual work, a diag­
nostic judgment is not a separate decision task, but it is intimately 
connected with the subsequent choice of action. Diagnosis is not a 
theoretical categorization of the observed data, but a search for infor­
mation, to select, among the perceived alternatives for action, the one 
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matching the case in question. Models of decision making are nor­
mally structured as a sequence, including situation analysis, goal for­
mulation and priority judgment, and planning. This normative se­
quence is the basis of the decision ladder in Figure 8.1. Experts in 

Rgure 8. 1 .  The figure illustrates the sequence of basic Information processes In 
a decision task along with a number of heuristic short-cur paths. It serves to 
identify a number of basically different decision functions. which are used to 
connect different " states of knowledge" with respect to the activity in the war!< 
domain. The figure is used in our field studies as a sketch pad for representation 
of the interaction of situation analysis. goal evaluation. planning. and action. and 
for indication of "recognition-primed" short-cuts (see Figure 8.2). 
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action, however, have a repertoire of heuristic short cuts bypassing the 
higher levels of the ladder. In any familiar situation, they perceive a 
small number of alternative plans and they only need enough informa­
tion to resolve the choice among those plans. Therefore, diagnosis and 
action are intimately connected. 

These two aspects of real-life diagnosis are illustrated in Figure 8.2, 
which represents the sequence of diagnostic judgments with respect to 
one patient's treatment in a hospital. It is clear that diagnosis is more 
of a dynamic control task than it is an isolated resolution of a multiat­
tribute judgment problem. One important issue is that, irrespective of 
the stability of the patient's condition, the diagnosis has to be repeated 
many times, because the judgment is connected to different sets of 
action alternatives; therefore a diagnosis made in one situation might 
be unreliable for a later decision. 

Statistical Intuition 

Another line of research in human judgment is the psychological deci­
sion theory based on the work of Tversky and Kahneman's (1974) con­
cepts of representativeness, availability, and other heuristics. Their 
approach rejects the use of normative decision models as a frame of 
reference for description. Their research is discussed in detail in other 
chapters of the book and will not be dealt with further here. One of 
their conclusions, however, should be related to analysis of the be­
havior of experts in work. 

Discussing heuristic biases, the main cause for the failure to devel­
op valid statistical intuitions is that events are normally not coded in 
terms of all the factors that are crucial to the learning of statistical 
rules (Tversky & Kahneman, 1974). As for diagnostic judgment, the 
question is whether expertise is related to learning statistical rules or 
to learning to act. Some research on · human action in an uncertain 
environment, such as research on attention allocation, seems to dem­
onstrate a pronounced human ability to adapt to a "statistical" en­
vironment without the need to form statistical inference rules. As 
already mentioned, humans do not constimtly scan the environment 
and extract meaningful features from the available flux of informa­
tion. Acting in a familiar dynamic environment, people sample the 
environment to update their world model, controlled by their expecta­
tion about where new information is likely to be present, that is, by 
their statistical intuition. This means that "statistical intuition" spec­
ifies when and/or update is needed, and where to look. 

One family of models is based on queueing theory. The system con­
sidered in queueing theory is a person serving a number of tasks. The 



164 Rasmussen 

Figure 8.2. Represents a medical diagnosis In hospital context and Illustrates · 
several features of "naturalistic" decision making: 
1 .  The different phases of decision making, such as s�uarton analysis, goal eval­
uation, and planning are Intimately connected. Diagnosis, therefore, connot be 
separated as on Isolated activity. 
2. Diagnosis Is repeated several times, ond the process depends on the question 
asked, that is, whether to hosp�alize and whether, when, and how to operate. 
Diagnosis Is a choice among the perceived action altematlves, not on objecrtve 
decision process. 
3. The total process is not a linear sequence, but a complex communication 
network. 
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tasks cannot be attended to simultaneously but have to be considered 
on a time-sharing basis according to a service strategy which depends 
on the nature of the tasks. Many task demands, such as instrument 
reading during a monitoring task, arrive randomly. Typically, queue­
ing theory considers demands with Poisson or exponential distribu­
tions. Queueing models of attention allocation postulate that humans 
optimize their performance according to a service strategy considering 
the arrival sequence and task priority. Queueing theoretic models have 
been used by Carbonell (1966) and Carbonell, Ward, and Senders 
(1968) for a study of instrument-scanning behavior of aircraft pilots to 
predict the fraction of time devoted to each instrument. Also, Senders 
and Posner (1976) have developed a queueing model for monitoring 
tasks. Queueing models basically represent the time distribution and 
priority characteristics of the task environment and can therefore be 
useful for analysis of workload posed in terms of time and scanning 
requirements in a monitoring task. Another approach in the frequency 
domain is based on Nyquist's information-sampling theorem, which 
states that the information from a source having spectral components 
with an upper limit frequency of w Hertz can be completely repre­
sented by an observer who samples 2w times per second. The sampling 
model has been validated by Senders (1964) in experiments where the 
subjects' task was to respond to a number of instruments fed by ran­
dom signals of different bandwidth. Also, data from pilots in real­
flight tasks support the view that actual behavior of experts is effec­
tively adapted to temporal, statistical properties of the work environ­
ment (Senders, 1966). 

The conclusion from this line of research on attention allocation and 
orientation behavior is that humans do have a 'statistical intuition' at 
the level-of-movement control, even if they are not able to express the 
related rules at the conscious, verbal level probed in most laboratory 
work on judgment. 
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LEVELS OF COGNITIVE CONTROL 

The conclusions described above from studies of queueing theory and 
the information sampling model invite a discussion of the cognitive 
control of human activity in complex work domains. It is evident from 
the previous discussion that a model of cognitive control should in­
clude higher level analytical problem solving at one extreme, and also 
the control of actions at the other. A model including three levels of 
cognitive control has been proposed elsewhere (Rasmussen, 1983, 
1986) and will be briefly reviewed as a basis for the final conclusion on 
decision making in natural contexts (see Figure 8.3). 

Skill-based control is characterized by the ability to subconsciously 
generate the movement patterns required for interaction with a familiar 
environment by means of an internal, dynamic world model. This for­
mulation of skilled performance is in line with Gibson's (1966) attune­
ment of the neural system underlying direct perception of invariants 
of the environment in terms of affordances. The performance at this 
level is typical of the master, or expert; the smoothness and harmony 
of an expert craftsman has been fascinating philosophers and artists 
through ages. 

At the next level is rule-based behavior. The composition of a se­
quence of subroutines in a familiar work situation is controlled con­
sciously by a stored rule or procedure that may have been derived 
empirically during previous occasions or communicated from another 
person's know-how (e.g., an instruction or a cookbook recipe). An im­
portant point is that control of behavior at this level is goal oriented, 
but structured by "feed-forward control" through a stored rule. In oth­
er words, the person is aware that alternative actions are possible and 
has to make a choice. The choice is based on "signs" in the environment 
which have been found to be correlated to one ofthe alternative actions 
(cf. Klein's, 1989a, Recognition-Primed Decisions). Very often, the goal 
is not even explicitly formulated, but is found implicitly in the situa­
tion releasing the stored rules. The control is teleologic in the sense 
that the rule is selected from previous successful experiences. The 
control evolves by "survival of the fittest" rule. Humans typically seek 
the way of least effort. Therefore, it can be expected that no more cues 
will be used than are necessary for discrimination among the per­
ceived alternatives for action in the particular situation. 

During unfamiliar situations for which know-how and rules for con­
trol are not available from previous encounters, the control must move 
to a higher conceptual level in which performance is goal controlled 
and knowledge based. Here, knowledge is taken in a rather restricted 
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Figure 8 . .:3. Schematic map Illustrating different levels in cognitive control of hu­
man behavior. The basic level represents the highly skilled sensorimotor perfor­
mance controlled by automated patterns of movements. Sequences of such 
subroutines will be controlled by store rules. activated by signs. Problem sotving in 
unfamiliar tasks will be based an conceptual models at the knowledge-based 
level that serve to generate the necessary rules ad hoc. The figure illustrates the 
flow of information. not the control of this flow. The figure Is not meant to show 
humans as passive and subject to information "Input." On the contrary, they 
actively seek information, guided by their dynamic "world model." 
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sense as possession of a conceptual, structural model or, in AI termi­
nology, of deep knowledge. The level, therefore, might also be called 
model based. This level of control involves transformation of declara­
tive knowledge into procedural knowledge, that is, what Anderson 
(1983) calls "compiling declarative knowledge." In this situation, the 
goal is explicitly formulated, based on an analysis of the environment 
and the overall aims of the person. Then, a useful plan is developed­
by selection. Different plans are considered and their effect tested 
against the goal, physically by trial and error, or conceptually by 
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means of "thought experiments." At this level of functional reasoning, 
the internal structure of the system is explicitly represented by a 
"mental model" that may take several different forms (Rasmussen, 
1989). A major task in knowledge-based action planning is to transfer 
those properties of the environment that are related to the perceived · 
problem to a proper symbolic representation. The information ob­
served in the environment is then perceived as "symbols" with refer­
ence to this mental model. 

COGNITIVE CONTROL AND LEARNING 

It is clear from the discussion in the previous section that all the three 
levels of control (i.e., skill-based, rule-based, knowledge-based) can 
intimately interact in any given situation, and that the cognitive con­
trol of actions will be allocated dynamically to the three levels in a way 
closely related to the level of training. 

During learning and adaptation to a work environment, the behav­
ioral patterns of the higher levels are not becoming automated skills. 
Rather automated time-space behavioral patterns are evolving while 
behavior is controlled and supervised by the higher level activities­
which will eventually deteriorate. In fact, the period when this is hap­
pening may lead to errors because of interference between a not fully 
developed sensory-motor skill and a gradually deteriorated rule sys­
tem. Anderson (1983) describes the development of procedural knowl­
edge during learning as a compilation. However, procedural knowledge 
derived by compilation of declarative mental models is a possible, but 
not inevitable, first phase of rule-based behavior. Actually, procedural 
knowledge is typically not derived from the basic, "deep" knowledge 
but has an empirical, heuristic basis, and compilation is not a suitable 
metaphor. 

The transfer of control to new mental representation is a very com­
plex process involving change along several different orthogonal di­
mensions. First, when trained responses evolve, the structure of the 
underlying representation shifts from a set of separate component 
models toward a more holistic representation. Typically, control by a 
structured, declarative model will also be replaced by an empirical, 
procedural representation concurrent with a shift from a symbolic to a 
stereotype sign interpretation of observations. This means that train­
ing involves at least three concurrent and structurally independent 
shifts, in terms of aggregation, declarative-procedural knowledge, and 
interpretation of information. 



Deciding and Doing 169 

DECISION MAKING AND DOING 

The complex interaction among the different levels of cognitive control 
of action in a dynamic environment leads to different kinds of decision 
making. 

. 

At the skill-based level which is active in familiar contexts, behavior 
unfolds as an integrated, continuous flow with no interruption and 
discrete decisions. Behavior relies on data-driven chaining of move­
ment patterns generated by the "attuned" internal, dynamic world 
model. However, conscious mental operations (i.e., decisions) can play 
an important role by preconditioning the required dynamic model. A 
person can recall previous, similar activities and situations. Recall of 
analogues lets a person rehearse expected choice points and thereby 
become alerted to guideposts. In this way, the mental simulation of the 
internal world model prepares a decision maker for the proper cues for 
choice and for the events to come; the actual decision making can take 
the shape of Klein's Recognition-Primed Decisions, for occasions in 
which no alternatives are considered. 

This mode of decisjon making has also been observed by AmaIberti 
and Deblon (1989), studying the cognitive behavior of fighter pilots 
before and during attack missions. Expert pilots rehearsed a number 
of predictable circumstances and systematically prepared themselves 
for "automatic" response; a very effective strategy for high-speed sce­
narios. A similar strategy has been used for offiine training of quick­
draw skills of soldiers for commando-raids (Arnold, 1969). In hospital 
contexts, we have observed a related kind of natural decision making 
by not taking explicitly into consideration the available alternatives of 
action. Operation-theater planning is done during conferences, which 
include doctors and nurses. A typical feature of the hospital system 
seems to be a kind of collective memory. No one person has available 
all the relevant information about the individual patients, but the 
collective mind has this information. When treatment of an individual 
patient is planned, the context from previous considerations defines an 
elaborate knowledge background. If, at a meeting, an action is pro­
posed which is not supported by the knowledge possessed by a member 
of the group, this will be voiced properly. If the situation is ambiguous, 
one member will very likely offer comments serving to better specify 
the context. This goes on until the context is properly established, and 
a decision can be concluded by the surgeon in charge without alterna­
tives being explicitly mentioned. In other words, decisions emerge 
when the landscape is well enough shaped so the water flows in only 
one proper direction. One important aspect of this cooperative condi-



" 
o 

Figure 8.4. Illustrates the complex interaction between the different levels of cognitive control. Tasks ore frequently analyzed in 
terms of sequences of separate decisions and acts. Typicolly, however. severol activities are going on at the same time. and at the 
skilled level, activity is more like Q contiguous, dyna�ic Interaction with the work environment. Attention, on the other hond, is 
scanning ocross time and activities for analysis of the past performance. monitoring the current activity, and planning for foreseen 
future requirements. In this way, the dynamic world model is prepared for upcoming demands. rules ore rehearsed and modified 
to fit predicted demands, and symbolic reasoning is used to understand responses from the environment and to prepare rules for 
foreseen but unfamiliar situations. Attention, decision, and acting may not always be focused on current activities, and different 
levels of control may be involved in different aspects, related to different time slots, in a time-sharing or a parallel mode of 
processing. 
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tioning model of decision making is the built-in redundancy. People 
with different perspectives on the patient's situation are evaluating 
the result of the negotiation. Another important aspect of this evolu­
tionary completion of the context is that information is offered for 
resolution of ambiguities that could not lie retrieved by an explicit 
question, because nobody would expect the information to be present, 
and, therefore, the question could not be phrased. Likewise, such im­
portant pieces of information would not be offered outside this face-to­
face encounter (e.g., entered into a database), because only the specific 
context makes it worth mentioning. 

This kind of high-skill decision making depends on conditioning in 
advance the internal world model which is required to generate auto­
matically the proper behavioral patterns on occasion. The distinction 
between this kind of skill-based "decision making" and rule-based ac­
tion is very fuzzy. 

However, when this conditioning as described has not been effec­
tive, a mismatch between the state of affairs in the environment and 
the predictions by the internal world model can be experienced by the 
person. In this case, a number of alternatives for action may be per­
ceived, and the environment will be consulted to read a sign which can 
resolve the ambiguity. If a relevant set of alternatives is not available, 
recall of prior similar cases can assist in identification of action alter­
natives and the related cues for selection. 

If no resolution is found in this way, and only in this case, will resort 
be taken to an analytical, symbolic mode of knowledge-based decision 
making. In a complex, real-life situation, this leads to a very dynamic 
interaction between three different levels of cognitive control. The 
interaction is illustrated by Figure 8.4. One important feature of this 
interaction among levels of control is that the different levels may be 
applied to different activities simultaneously or in a timesharing 
mode, and they normally will have different time frames. 

KEY POINTS 

• These features of decision making in natural contexts make gener-
alization from controlled laboratory experiments difficult: 

Decision making is intimately connected to action. 
Decision making is an activity through time, which depends on 
continuous updating of tacit knowledge. 
Decision making has the character of a continuous control task, 
not the resolution of separate conflicts. 



Chapter 9 

Decision Making as Argument-Driven Action* 

Raanan Lipshitz 
University of Haifa 

The decision to act is traditionally defined as choosing among alterna­
tive actions. Behavioral decision theory (BDT) assumes that decisions 
are made by consequential choice, that is, by choosing among alterna­
tives "on the basis of expectations about the consequences of action for 
prior objectives" (March & Olsen, 1986, p. 1). Consistent with this 
assumption BDT "is concerned with prescribing courses of action that 
conform most closely to the decision-maker's beliefs and val- · 
ues . . .  and describing these beliefs and values and the manner in 
which individuals incorporate them into their decisions" (Slovic, . 

Fischhoff, & Lichtenstein, 1977, p. 1 ;  emphasis added). This chapter 
presents a more inclusive conceptualization of decision making, which , 
contains consequential choice as well as alternative ways of describing 
how decisions are made and prescribing for their improvement. 

The search for an inclusive conceptualization of decision making is 
motivated by considerable evidence that real-world decisions are not 
made by consequential choice. Consider the following seven 
propositions: / 

Pl. Real-world decisions are typically made without choosing among 
alternatives. 

P2. The basic mechanism for making real-world decisions is situa­
tion assessment (sequential selection of action on the basis of a 
definition of the situation). 

P3. Real-world decisions are typically made by a quick selection of a 
certain course of action followed by its further assessment. 

* This chapter was supported by grant MDA-903-86-C-0146 from the U.S. Army 
Research Institute. The author thanks Chris Argyris, Victor Friedman, Gary Klein, 
Haim Orner, and Donald A. Schon for their help in writing the chapter. 
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P4. Real-world decisions are often determined prior to the (concur­
rent or sequential) evaluation of action. 

P5. The uncertainty that affects real-world decisions is not limited to 
the nature, likelihood, or value of future consequences. 

P6. Uncertainty affects real-world decisions by interrupting ongoing 
action, delaying intended action, and guiding the development of 
new alternatives. 

P7. The critical element in real-world decision making is the framing 
of the decision problem. 

The first five propositions have substantial empirical support; the 
last two are more conjectural. All seven are incompatible with conse­
quential choice. In the following sections I will review the empirical 
support for each proposition, discuss its incompatibility with conse­
quential choice, argue for the need to replace the conceptualization of 
decision making as choosing among alternatives with a more inclusive 
conceptualization, and propose such an alternative. 

PI. REAL-WORLD DECISIONS ARE TYPICALLY 
MADE WITHOUT CHOOSING AMONG 

ALTERNATIVES 

The absence of choice in real-world decisions has been noted by re­
searchers using different methodologies in a wide variety of contexts: 
Isenberg (1985), who observed senior chief executive officers; Carroll 
(1980), who observed parole officers and conducted experiments to test 
his observations; Klein, Calderwood, and Clinton-Cirocco (1986), who 
conducted careful interviews of experienced fire fighters; Anderson 
( 1983), who studied the minutes of the NSC meetings during the 
Cuban missile crisis; and Beach and Mitchell (Beach, 1990), who stud­
ied a variety of decision problems in both field and laboratory studies. 

P2. THE BASIC MECHANISM FOR MAKING REAL­
WORLD DECISIONS IS SITUATION ASSESSMENT 
(SEQUENTIAL SELECTION OF ACTION ON THE 

BASIS OF A DEFINITION OF THE SITUATION) 

Proposition 2 is based on the heavy emphasis of situation assessment 
in descriptive models of decision making. In some models (e.g., 
Abelson, 1976; Klein, 1989a; March, 1978; Newell & Simon, 1972; 
Noble, 1989; Pennington & Hastie, 1988), situation assessment is a 
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primary element; in others (e.g., Connolly & Wagner, 1988; Beach, 
1990; Montgomery, 1989a), it plays a more secondary, but still im­
portant, role in setting the parameters of the decision problem. The 
principal difference between situation assessment and consequential 
choice is that the former does not require a comparison among alterna­
tives or an explicit consideration of future consequences (e.g., script 
processing, Abelson, 1976; pure recognition-primed decisions, Klein, 
1989a; rule-based decisions, Rasmussen, 1983). 

P3. REAL-WORLD DECISIONS ARE TYPICALLY 
MADE BY A QUICK SELECTION OF A CERTAIN 

COURSE OF ACTION FOLLOWED BY ITS FURTHER 
ASSESSMENT 

The notion that decisions are made by quick solutions tempered by 
arguments pro and con the intended action has been suggested by 
several researchers. De Groot noted that chess grandmasters "might 
discover the correct move in a complex position with 5 seconds or less of 
looking at the position for the first time, but might then spend 15 
minutes verifying the correctness of the move" (Simon, 1978, p. 281) .. 
Klein (1989a) reports that fire-ground commanders make a quick se­
lection based on situation recognition followed by mental simulation of 
its implementation. Beach and Mitchell (1987) suggest a similar com­
bination, which they label adoption and progress decisions. Montgom­
ery (1989a) suggests that decisions are made by the selection' of a 
promising candidate followed by a search for dominance st;ucture. 
Three features distinguish these processes from consequential choice: 
(a) action selection is sequential-that is, alternative courses of action 
are evaluated one at a time; (b) action development is intertwined with 
action selection-that is, the decision maker need not develop his or 
her alternative prior to beginning the evaluation; and (c) decisions 
may be made without the explicit consideration of future consequences, 
as, for example in pure recognition-primed decisions (Klein, 1989a) 
and the adoption of compatible or dominant alternatives (Beach & 
Mitchell, 1987, and Montgomery, 1989a, respectively). 

P4. REAL-WORLD DECISIONS ARE OFTEN 
DETERMINED PRIOR TO THE (CONCURRENT OR 

SEQUENTIAL) EVALUATION OF ACTION 

The influence of precommitment on decision making has been docu­
mented by Alexander (1979), Elster (1977), Hickson, Butler, Cray, Mal­
lory, and Wilson (1986), Janis and Mann (1977), Soelberg (1967), Staw 
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(1981), and Teger (1980). The related tendency of decision makers to 
favor the status quo has been noted by Lindblom (1959) and Beach 
(1990). These findings are inconsistent with models of consequential 
choice that assume that commitment is generated by comparing alter­
natives in terms of future consequences. The implications for aiding 
decision makers are fundamental: 

IT the choices which determine [thel outcomes [of decision pro­
cessesl . . .  are made informally and intuitively before the evaluation 
phase begins, then attempts at formalizing and rationalizing evaluation, 
however praiseworthy, are made in vain . . . .  Perhaps all the efforts 
which are devoted to refining valuative methods and to applying ever 
more sophisticated techniques of valuative analysis are misdirected. 
(Alexander, 1979, p. 402) 

The emphasis on valuative analysis is misdirected, because it is 
based on two unwarranted assumptions. The first assumption is that 
the decision maker's problem is how to choose from an available set of 
alternatives. The second assumption is that the decision maker can 
choose "objectively," that is, on the relative value of these alternatives. 
In contrast, propositions 3 and 4 suggest that the problem is how to 
generate such choice or, more broadly, how to avoid unreflective action, 
as both quick selection (proposition 3) and past decisions (proposition 
4) tend to narrow decision makers' attention and effort on certain 
alternatives (Jams & Mann, 1977; Montgomery, 1989a; -Staw, 1981). 

P5. THE UNCERTAINTY THAT AFFECT REAL­
WORLD DECISIONS IS NOT LIMITED TO THE 

IDENTITY, LIKELIHOOD, OR VALUE OF FUTURE 
CONSEQUENCES 

By now it has been clearly recognized that the uncertainty that affects 
real-world decisions is more manifold than the identity, likelihood, or 
value of future outcomes as implied by consequential choice. Fischhoff, 
Goitein and Shapira (1982, p. 335) write that 

Many studies of how people estimate relative frequencies were con­
ducted before researchers realized that whatever their intrinsic interest 
such tasks were not particularly relevant to the sort of uncertainty in 
most decision situations. 

In a similar vein, Humphreys and Berkeley (1985) found that users 
of a multiattribute utility decision aid expressed seven different types 
of uncertainty, some of which were quite incompatible with consequen-
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tial choice: (a) Uncertainty on act-�vent sequences; (b) uncertainty' on 
event-event sequences; (c) uncertainty concerning the meaning of in­
formation; (d) uncertainty on the value of consequences; (e) uncertain­
ty on the appropriate decision process; (f) uncertainty on future prefer­
ences and actions; and (g) uncertainty on their ability to affect future 
events. 

Two types of uncertainty that affect real-world decisions can be 
derived from propositions 2, 3, and 4 above. Proposition 2, which sug­
gests that decisions are based on situation assessment, implies that 
uncertainty pertains to the nature of the situation and the action that 
it requires. This has also been proposed by researchers of decision 
making in organizations (Duncan, 1972; Perrow, 1970). Propositions 3 
and 4, which concern quick selection followed by reassessment and 
precommitment, imply that uncertainty is essentially retrospective: A 
decision has already been made, but the decision maker is not certain 
of its appropriateness, either because a quickly selected alternative is 
not dominant, or because' something has changed since a past decision 
was originally made. As the next proposition claims, the impact of 
these uncertainties on the decision process is different from the role of 
uncertainty in models of consequential choice. 

P6. UNCERTAINTY AFFECTS REAL·WORLD 
DECISIONS BY INTERRUPTING ONGOING ACTION, 
DELAYING INTENDED ACTION, AND GUIDING THE 

DEVELOPMENT OF NEW ALTERNATIVES 

Proposition 6 follows Anderson (1983), Dewey (1933), and Cyert and 
March (1963), who describe uncertainty as doubts caused by a percep­
tion of a problem. The doubts sustain and guide a search for a solution 
and subside, either when a satisfactory solution is found or when the" 
decision maker's attention is directed elsewhere. Four differences dis­
tinguish this conception of uncertainty from its conception in conse­
quential choice models and methodologies (e.g., subjective expected 
utility and decision analysis): 

l .  Consequential choice models conceptualize uncertainty as an ab­
stract element. Proposition 6 conceptualizes it as questions con, 
cerning concrete issues. 

2. Consequential choice models conceptualize uncertainty as a quan­
titative factor in the evaluation of alternatives. Proposition 6 con­
ceptualizes it as a causal factor in their development. 

3. Consequential choice models suggest that uncertainty is handled 
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by preferring alternatives with low associated uncertainty. Propo­
sition 6 suggests that uncertainty is handled by finding solutions 
to the problems that generate it. 

4. Consequential choice models treat uI)certainty as wholly detri­
mental to decision quality, because it handicaps the ability of for­
mal models to identify optimal decisions (Collingridge, 1982), and 
because people are unable to assess its magnitude as they should 
according to formal probability theory (Kahneman, Slovic, & 
Tversky, 1982). In contrast, proposition 6 suggests that some uncer­
tainty is essential to good-quality decisions, because it motivates 
decision makers to shift from automatic to reflective action, and 
guides their search for better solutions (Dewey, 1933). 

P7. THE CRITICAL ELEMENT IN REAL-WORLD 
DECISION MAKING IS THE FRAMING OF THE 

DECISION PROBLEM 

Tversky and Kahneman found that alternatives are evaluated differ­
ently if their consequences are framed as losses or gains (Tversky & 
Kahneman, 1981). The primacy of framing is even more pronounced if 
we take it to denote not only the wording of choice, but the substantive 
determination of what the decision is all about (Beach, 1990; Schon, 
1983; Watzlawick, Weakland, & Fisch, 1974). This point was made by 
Dewey over 50 years ago as follows: 

The way in which the problem is conceived decides what specific sugges­
tions are entertained and which are dismissed; what data are selected 
and which are rejected; it is the criterion for relevancy and irrelevancy of 
hypotheses and conceptual structures . . . . To fmd out what the problem 
and problems are which a problematic situation presents to be inquired 
into, is to be well along in inquiry. (Dewey, 1933, p. 108) 

If decisions are not necessarily made by consequential choice, how 
are they made? Various models that are consistent with preceding 
propositions have been suggested by Beach and Mitchell (1987), Con· 
nolly and Wagner (1988), Klein (1989a), Montgomery (1989a), Pen· 
nington and Hastie (1988), Staw (1981), and others. These various 
models rely on two generic alternatives to consequential choice. 
Matching decisions are made by selecting an action on the basis of 
some rule, typically a rule that specifies which action is appropriate in 
a given situation (e.g., Klein, 1989a) or a rule that specifies which 
action is compatible with particular goals or values (e.g., Beach, 1990) . 
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Reassessment decisions are made when the decision maker has to re­
evaluate a decision, typically because of objections to its implementa­
tion or continuation (e.g., Anderson, 1983). The basic difference be­
tween models of consequential choice and matching, on the one hand, 
and reassessment on the other, concerns their treatment of commit­
ment. Whereas the former assume that the decision maker begins the 
decision process uncommitted to a certain course of action, and that his 
or her task is to generate such commitment, the latter assume that the 
decision maker is already (albeit tentatively or unknowingly) commit­
ted, so that his or her task involves loosening as well as generating 
commitment. 

It can be shown that consequential choice, matching, and reassess­
ment are internally consistent and fundamentally different by com­
paring them on six parameters: framing (how problems are framed), 
form (how action is selected), the uncertainty that has to be resolved in 
order to act, logic (the type of underlying rationality), handicaps 
(which block high-quality decisions), and the therapies (which are 
entailed). 

Consequential choice decisions take the form of comparing among 
alternatives in terms of future consequences. Thus, decisions are 
framed as problems of choice, and uncertainties concern the HkeHhood 
and attractiveness of future outcomes. The ,underlying logic is tele­
ological, which means that the merit of an action is judged on the basis 
of its consequences (Boyce & Jensen, 1978). As people's ability. to make 
high-quality decisions in this mode is handicapped by the limitations 
and biases that characterize human information processing, the 
therapies prescribed by proponents of consequential choice consist of 
decomposing complex problems, augmenting limited human 
capabilities, and correcting suboptimal biases and heuristics (Kahne­
man et aI., 1982). 

Matching: Matchlng decisions takes the form of defining the situa:
' 

tion sequentially and selecting an appropriately matchlng action 
(March, 1978; Rasmussen, 1983). Thus, decision problems are framed 
as problematic situations, and uncertainties concern either the nature 
of the situation or the action for which it calls (Isenberg, 1986; Milli­
ken, 1987). The underlying logic is deontological, which means that 
the merit of an action is judged by its compatibility with some value or 
rule of conduct (Boyce & Jensen, 1978). High-quaHty matching is 
handicapped by the inability either to identify the situation correctly 
or to produce the required action. Since these typically distinguish 
between novices and experts (Anderson, 1982; Calderwood, Crandall, 
& Klein, 1987), the corresponding therapies are training and use of 
expert systems (Anderson, 1982). 

.. 
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Reassessment: Reassessment takes the form of reevaluating an ac­
tion to which one is at least tentatively committed. Decision problems 
are thus framed as objections to an intended or previously made deci­
sion, and uncertainty concerns the validity of these arguments. The 
nonjustificational logic appropriate for these situations has been pro­
vided by Popper (1969). He suggested that rational action does not 
mean following a model of optimal choice (as in consequential choice) 
or some other authority (as in matching) but rather criticizing the 
actions and beliefs to which one is committed and learning from errors. 
Thus, the principal handicap to high quality reassessment is unreflec­
tive action due to habit, past decisions and wishful thinking (Janis & 
Mann, 1977; Staw, 1981). The therapies called for consist of various 
methods of critical inquiry (Argyris, Putnam, & Smith, 1985; Col­
lingridge, 1982; Mason & Mitroff, 1981; Schon, 1983). 

A problem that presents itself given the differences between conse­
quential choice, matching, and reassessment concerns the definition of 
decision making. Since decisions are not necessarily made by choosing 
among alternatives, what is a decision? For some reason the problem 
of definition has not received the attention it deserves. For example, 
Beach, Vlek, and Wagenaar (1988, p. 9) report that participants in a 
workshop on unique vs. repeated decision making 

expressed the opinion that the lack of a clear differentiation [between 
the two] reflects the lack of a clear definition of what a decision is, and 
that the word 'decision' has wrongly been restricted to gambling-like 
choices that fit the classical theory well. 

However, no alternative definition is suggested. Another example is 
March (1978), who refers to "organizational choice" even while argu­
ing that organizational decisions are not made by choosing but by 
"obligation and rule." Finally, Klein and Calderwood (1987) write that 

The FGCs [fire ground commandersl were clearly encountering choice 
points during the course of an incident. That is, there was an awareness 
that alternative courses of action were possible. However the FGCs in­
sisted that they did not deliberate about the advantages and disadvan­
tages of the different options. (p. 247; emphasis added) 

The implicit use of choice as the definition of decisions allows for the 
argument that recognition-primed decisions are simply nondeliberate 
comparisons among alternatives. This is clearly contrary to the es­
sence of the RPD model, which can be described, without recourse to 
choice, as matching (action selection on the basis of situation recogni-
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tion) followed by reassessment (testing selected actions by mental sim­
ulation of their implementation). 

The resilience of the notion that decisions are, and ought to be, 
made by consequential choice is truly amazing (Fishchhoff et aI., 1982; 
March, 1978). Two factors can account for this resilience. The first is 
that decisions are still defined in terms of choice, and the second is the 
availability of numerous models of optimal choice (Lord & Maher, 
1990). Firmer acceptance of alternative conceptualizations requires an 
explicit alternative definition coupled with convincing arguments that 
rational decision is not necessarily rational choice. Collingridge (1982), , 
March (1978), and Quinn (1980), whose works are reflected in the 
different logics identified here for consequential choice, matching, and 
reassessment, contributed to the search for alternative rationalities. 
An alternative definition can be obtained by replacing choice with 
argument as the root metaphor for making decisions. 

Consider the definition of a decision as the enactment of an action 
argument of the general form "Do IN because IR' ," where IN and 'R' 
denote an action and reasons for its implementation, respectively. The 
definition relates to a long tradition in ethics of discussing decisions in 
terms of arguments (Kattsoff, 1965). This particular definition is 
adapted from Toulmin (1958) and has three advantages: 

1. The definition captures the essence of every discussion of decision 
making, namely, that decisions pertain to purposive action, even 
though the purpose may be implicit (Rasmussen, 1983) or discov� 
ered retrospectively (Weick, 1983). 

2. The definition is inclusive, recognizing the variety of ways in 
which decisions are made and the different logics which they may 
obey. Every decision-making model corresponds to an action argu­
ment, and different models can be distinguished in terms of their 
underlying arguments. For example, consequential choice corre­
sponds to the argument "do 'N because it has better expected con­
sequences than its alternatives," matching corresponds to the ar­
gument "do 'A: because it is appropriate given the situation or some 
social or professional code," and reassessment corresponds to the 
argument "do 'A: either because there are no objections to its imple-
mentation or because such objections can be rebutted." 

' 

3. Analyzing decisions as argument-driven action allows the analyst 
to enrich his or her repertoire of interpretation and suggestions for 
improvement, which brings the discussion to the problem of 
interpretation. 

Decisions can always be interpreted as consequential choice because 
doing "A" implies choosing it over "Not-A" and because purposeful 
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action implies working towards a desired future consequence. Though 
logically sound, these arguments do not allow that a decision was actu­
ally made by comparing among alternatives in terms of consequences. 
The facile applicability of consequential choice presents three dangers 
to analysts: (a) They may find a decision process to be faulty, assuming 
consequential choice, though it may be sensible, assuming, for exam­
ple, matching or reassessment. (b) They may inappropriately prescribe 
consequential choice therapies for problems for which they are not 
designed (e.g., faulty situation assessment or misplaced commitment). 
(c) They may impair their ability to ask useful questions. As Fischhoff 
and Goitein (1984, p. 510) suggest, 

the role of formal analysis is to highlight the analyst's ability to ask 
penetrating questions that show ways to think about a problem that 
otherwise would not have occurred to the decision·maker. 

Ignoring the plausibility of alternative interpretations clearly re­
stricts analysts' ability to ask questions that are pertinent to matching 
and reassessment. 

The advantage of analyzing decisions as argument driven is that it 
allows the decision makers to examine how they make their decisions 
and then use models of optimal choice to improve them, if that is their 
preference. 

KEY POINTS 

• There are three generic modes of making decisions: 
Consequential choice, or comparing among alternatives In 
terms of future consequences. 
Matching, that is, choosing an action based on its compatibility 
with some value or rule of conduct. 
Reassessment, or reevaluating a prior choice. 

• Most decision research presumes that decisions are and should 
be made from the first mode; much evidence contradicts this 
assumption. 

• Decisions can be better conceptualized as argument-driven actions. 



Chapter 1 0  

The Search For a Dominance Structure in 
Decision Making: Examining the Evidence* 

Henry Montgomery 
Department of Psychology 
University of Goteborg 
Goteborg, Sweden 

The dominance search model, which is excellently summarized by 
Lipshitz in Chapter 5 of this volume, largely grew out of observations 
of my own and others' decision-making behavior. In other words, the 
model aims at describing real decision making. Below, I will examine 
research carried out by myself and others bearing on the model's valid­
ity in realistic settings. Research on the dominance search model in­
cludes studies of postdecisional justification (e.g., Biel & Montgomery, 
1989). However, in the following I will examine only research related 
to different predecisional processes and stages assumed by the domi­
nance search model. This examination is the basis for a concluding 
discussion of limitations of the model and possibilities of developing it. 

EVIDENCE FOR THE DOMINANCE SEARCH MODEL 

Preediting 

In the preediting phase the decision maker selects attributes (i.e., cri­
teria) that are particularly relevant for his or her decision and screens 
alternatives that are unacceptable. An initial screening or preediting 
phase is not only associated with the dominance search model, but is 
often a part of descriptive accounts of decision processes (e.g., Kahne-

* This chapter was supported by a grant from the U.S. Army Research Institute. 
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man & Tversky, 1979; Montgomery & Svenson, 1976). The existence of 
a preediting phase is backed up by process-tracing data (e.g., think­
aloud reports or search behavior on information boards) from several 
studies in laboratory settings (for a review see Svenson, 1979; see also 
Montgomery & Svenson, 1989b; Dahlstrand & Montgomery, 1984). 
Naturalistic data supporting an initial screening phase were presented 
in an early interview study of career decisions (Soelberg, 1967). 

Finding a Promising Alternative 

In this phase the decision maker finds an alternative that is a promis­
ing candidate for the final choice. Process tracing studies strongly 
support the existence of this phase, inasmuch as the finally chosen 
alternative tends to draw more attention than other alternatives quite 
early in the decision process (Dahlstrand & Montgomery, 1984; 
Montgomery & Svenson, 1989b). The promising alternative tends to be 
particularly attractive on some attribute (Dahlstrand & Montgomery, 
1984). Naturalistic data suggesting that decision makers find a prom­
ising alternative long before the final choice were presented by 
Soelberg (1967) in his study of career decisions, and by Tyszka and 
Wielochowski (1991) in a study of boxing verdicts. The latter re­
searchers found that boxing judges at an early stage of the match 
(typically at the first round of a three-rounds match) often pick one of 
the two contestants as their favorite, entailing an increased chance for 
this boxer to be judged as the winner of the match. Apparently, the 
assumption that decision makers often find a promising alternative 
long before their final choice rests on solid ground. However, recent 
think-aloud data (Montgomery, Selart, Garling, & Lindberg, 1991) in­
dicate that in simple decision problems (two alternatives x two at­
tributes), the decision maker may go directly to a final choice of one of 
the alternatives. 

Dominance Testing 

At this stage the decision maker tests whether a promising alternative 
dominates the other alternatives. More precisely, he or she checks that 
the promising alternative is not (clearly) inferior to other alternatives 
on selected attributes. These tests can vary in how systematic and 
exhaustive they are. If a promising alternative is found to be dominant 
(Le., no disadvantage and at least one advantage, as compared to other 
alternatives), it is chosen and the decision process is terminated. On 
the other hand, if the promising alternative falls short on the domi-
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nance criterion, the decision maker proceeds to the dominance struc­
turing phase. 

The reality of a testing phase in the decision process is supported by 
Montgomery and Svenson's (1989b) think-aloud' study of housing 
choices. Although the subjects in that study were presented with hypo­
thetical alternatives, the choice task was very realistic, inasmuch as 
the alternatives were descriptions of real houses and, moreover, the 
subjects were actually searching for a new home. The data indicated 
that 6 out of 12 subjects abandoned an initially selected, promising 
alternative, since they found a better alternative. Since finding a 
promising alternative does not determine the final choice, there is 
probably a subsequent testing phase. However, the fact that the eligi­
bility of a promising alternative is tested does not necessarily imply 
that the goal of such a test is to identify a dominant .alternative. 
Evidence related to that notion is discussed below in connection with a 
description of the dominance structuring phase. 

Dominance Structuring 

The goal of this phase is to restructure or reinterpret given informa­
tion in such a way that a promising alternative becomes dominant. To 
achieve this end, the decision maker uses various methods to neutral­
ize or eliminate the disadvantage(s} associated with the promising 
alternative. These methods include deemphasizing the likelihood or 
value of such a disadvantage (or of an advantage associated with a 
nonpromising alternative). Alternatively, the decision maker may bol­
ster (i.e., enhance) the advantages of the promising alternative (or the 
disadvantages of nonpromising alternatives). The result of bolstering 
may be that the disadvantages of the promising alternatives are expe­
rienced as less important as compared to the enhanced value of the 
bolstered information. 

The combined effect of deemphasizing and bolstering is that the 
difference between the decision maker's evaluations of the finally 
chosen alternative and other alternatives will increase towards the 
end of the decision process. Process tracing studies clearly show that 
this indeed is the case, both for evaluations of single attributes 
(Dahlstrand & Montgomery, 1984; Montgomery & Svenson, 1989b) 
and for overall evaluations of alternatives (Lewicka, 1990; for an early 
demonstration see Mann, Janis, & Chaplin, 1969). Montgomery and 
Svenson's (1989b) housing choice data indicate that the tendency to an 
increased differentiation across time between the chosen alternative 
and its competitors may be explained primarily in terms of the de-
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emphasizing operation. On the other hand, questionnaire data on 
choices among hypothetical housing alternatives showed that when 
information was missing about the alternatives, subjects tended to 
bolster (i.e., enhance) the value of inferred aspects of the finally 
chosen alternative (Lindberg, Gilrling, & Montgomery, 1990a). How­
ever, questionnaire data on choices with no requirements to infer miss­
ing information have not consistently shown that subjects use the de­
emphasizing or bolstering operations in order to find a dominance 
structure (Lindberg, Gilrling, & Montgomery, 1989; Garvill, Garling, 
Lindberg, & Svenson, 1990). 

The reality of deemphasizing and bolstering is also supported by 
naturalistic data. First, it may be noted that Tyszka and 
Wielochowski's (1991) finding that boxing judges tend to pick the win­
ner long before the match is finished suggests that judges in later 
parts of the match deemphasize information supporting the other con­
testant and/or bolster information supporting the winner. More direct 
support for both deemphasizing and bolstering was found by McCoch 
(1990) who noted that bond traders use these operations by consulting 
appropriate colleagues and economic news in approaching a decision to 
switch between different bond investments. Further support for these 
operations were obtained in a longitudinal field study (interviews) of 
persons looking for a new home (Lindberg, Gilrling, & Montgomery, 
1990b). The data suggested that in order to facilitate a choice of a new 
home, attributes favoring the new dwelling were seen as more im­
portant (bolstering), whereas attributes favoring the old dwelling were 
perceived as less important (deemphasizing). 

There are two additional operations associated with dominance 
structuring, namely: (a) cancellation, where the decision maker count­
erbalances a disadvantage by relating it to an advantage that has 
some natural connection to the advantage (e.g., in terms of tradeoff 
relationships or similarity), and (b) collapsing, where two or more at­
tributes are collapsed into a more comprehensive attribute or into gen­
eral life values, such as security, freedom, self-development. Think­
aloud data on choices among hypothetical alternatives do not yield 
much evidence for the cancellation operation, whereas collapsing ap­
pears to be more common (Montgomery, Selart, Gilrling, & Lindberg, 
1991). The following two think-aloud statements illustrate the collaps­
ing operation. "A skilled therapist works better" (choice between ther­
apists varying in skill and available working hours; the collapsed attri­
bute appears to be amount of good work). "Knowledge does not add to a 
teacher's qualifications if he cannot teach it" (choice between teachers 
varying in pedagogic skills and knowledge; the collapsed attribute ap­
pears to be amount of efficiently taught knowledge) . 
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The realism of the collapsing operation is also supported in our 
studies of housing choices since we have found that these choices may 
be predicted from the respondents' beliefs about how housing alterna­
tives relate to various life values (such as freedom and security). This 
is true for both hypothetical choices (e.g., Lindberg, Garling, & Mont­
gomery, 1988) and real choices (Lindberg, Garling, & Montgomery, 
1990b). We also found that at least 50 percent of the choice situations 
were associated with dominance structures on the level of life values 
(e.g., a chosen alternative is seen as better than or equal to its competi­
tors with respect to freedom, security, family, etc.), whereas on the 
level of attributes (e.g., size, location, standard) pure dominance struc­
tures were very rare (Garvill, Garling, Montgomery, & Svenson, 1990). 
The fact that subjects' choices appear to be guided by life values sug­
gest that the dominance structures available on this level may have 
facilitated the respondents' choices. 

CONCLUSIONS 

The dominance search model seems consistent with data from both 
artificial and real-choice problems. The support for the model is least 
clear-cut in situations where subjects make many repeated choices 
among similar problems. Although these situations involved hypo­
thetical choice problems, it is clear that repeated more or less auto­
matized decision making is common in real life (e.g., when shopping). 
In such situations subjects' choices may be guided by various simplify­
ing heuristics (such as using only the most important attribute as a 
basis for the choice), which will not lead to changes in the evaluations 
of attributes or values. Montgomery (1989b) distinguished between 
simplifying and elaboration in decision making. Simplifying heuris­
tics may be consistent with dominance structuring (Montgomery, 
1989b), but elaboration (changing or adding information) is more like­
ly to lead to changes in subjects' evaluations of aspects of the decision 
situation, changes that may be used for testing the dominance struc­
turing notion. 

Decision making often is a very creative process, and not only a 
question of exploring and evaluating given information. It often in­
volv�s creation or modification of alternatives (see Svenson's, 1990, 
classification of decision problems). Recently collected think-aloud 
data give several illustrations of how creative processes may lead to a 
dominance structure (Montgomery et aI., 1991). As an example con­
sider subjects facing a choice between buying a very entertaining but 
short book (few reading hours), and a slightly less entertaining but 

• 
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longer book (more reading hours), for a fairly long train ride. The 
subjects invented various modifications of the promising alternative 
(the more entertaining book) in order to reduce its disadvantage (few 
reading hours). For example, they stated "I may read the book twice;" 
"I may read another book;" "I'll read the book very slowly and meditate 
on it;" "I'll make breaks during the reading." Hence, the subjects did 
not accept the given information, but searched for ways of changing it. 
The goal of these activities was obvious, namely, to come closer to a 
dominance structure. The activities may be seen as examples of the 
deemphasizing operation, but they are also examples of creativity. In 
future developments of the dominance search model it may be interest­
ing to delimit the role of creative activities in decision making. 

KEY POINTS 

• The dominance search model describes how people make decisions 
in real settings. 

• Search for dominance structure includes these phases: 
Preediting, or selecting relevant attributes and using them to 
screen alternatives. 
Finding a promising alternatives. 
Dominance testing, or insuring that the promising alternative 
is not inferior to any others. 
Dominance structuring, or reinterpreting information to pro­
mote the dominance of the promising alternative . 
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Many important decisions in engineering, medical, legal, policy, and 
diplomatic domains are made under conditions where a large base of 
impHcation-rich, conditionally dependent pieces of evidence must be 
evaluated as a preliminary to choosing an alternative from a set of 
prospective courses of action. We propose that a general model of 
explanation-based decision making describes behavior under these 
conditions (Pennington, 1981; Pennington & Hastie, 1980, 1986, 1988, 
in press). According to the explanation-based model, decision makers 
begin their decision process by constructing a causal model to explain 
the available facts. Concommitant with, or subsequent to, the co';­
struction of a causal model of the evidence, the decision maker is 
engaged in a separate activity to learn or create a set of alternatives 
from which an action will be chosen. A decision is made when the 
causal model of the evidence is successfully matched to an alternative 
in the choice set. The three processing stages in the explanation-based 
decision model are shown in Figure 1l.l.  

The distinctive assumption in our explanation-based approach to 
decision making is the hypothesis that decision makers construct an 
intermediate summary representation of the evidence, and that this 
representation, rather than the original "raw" evidence, is the basis of 
the final decision. Interposition of this organization facilitates evi­
dence comprehension, directs inferencing, enables the decision maker 
to reach a decision, and determines the confidence assigned to the 

188 
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Figure 1 1 . 1 .  OvelView of the Processing Stages of the Explanation-Based 
Model 
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accuracy or success of the decision. This means that the locus of the­
oretical accounts for differences in decisions rendered by different 
individuals, systematic biases exhibited by many individuals, and the 
effects of most variations in decision task characteristics will usually 
lie in the evidence evaluation stage of the decision process. 

The fundamental difference between our explanation-based ap­
proach and traditional algebraic approaches (e.g., cognitive algebra­
Anderson, 1981; the lens model-Hammond, Stewart, Brehmer, & 
Steinman, 1975; utility theory-von Neumann & Morgenstern, 1947) 
is that we view reasoning about the evidence to be a central process in 
decision making, in contrast to an emphasis on the computation that 
occurs once evidence has been selected, augmented, and evaluated. 
Our direction in this regard parallels recent work demonstrating the 
role of explanation and the insufficiency of similarity computations to 
account for categorization behavior (Murphy & Medin, 1985; Rips, 
1989), category learning (e.g., Schank, Collins, & Hunter, 1986), plan-
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ning (Wilensky, 1983), and learning by generalization from examples 
(e.g., Lewis, 1988). 

The structure of the causal model constructed to explain the evi­
dence will be specific to the decision domain. For example, we have 
proposed that a juror uses narrative story structures to organize and 
interpret evidence in criminal trials. Different causal rules and struc­
tures will underlie an internist's causal model of a patient's condition 
and its precedents (Pople, 1982), an engineer's mental model of an 
electrical circuit (de Kleer & Brown, 1983), a merchant's image of ti).e 
economic factors in a resort town (Hogarth, Michaud, & Mery, 1980), or 
a diplomat's causal map of the political forces in the Middle 

"
East 

(Axelrod, 1976); an operator's cognitive model of a nuclear power plant 
(Rasmusson, this volume; Woods, this volume); a military officer's im­
age of a skirmish (Beach, this volume; Cohen, this volume; Orasanu, 
trus volume), or a firefighter's mental model of the status of a con­
flagration (Klein, this volume). Thus, a primary task in research on 
explanation-based decision making is the identification of the type of 
intermediate summary structure that is imposed on evidence by deci­
sion makers in a specific domain of decision making. This is iii con­
trast with earlier process-oriented calculational models where the the­
oretical focus was on attentional processes and the computations 
whereby separate sources of information were integrated into a uni­
tary value or utility (Anderson, 1981; Edwards, 1954; Kahneman & 
Tversky, 1979). 

EXPLANATION-BASED DECISION MAKING 
IN JUDICIAL DECISIONS 

In the present chapter we concentrate on the example of juror decision 
making. The juror's decision task is a prototype of the tasks to wruch 
the explanation-based model should apply: First, a massive "database" 
of evidence is input at trial, frequently requiring several days to pre­
sent. Second, the evidence comes in a scrambled sequence; usually 
several witnesses and exhibits convey pieces of a historical puzzle in a 
jumbled temporal sequence. Trurd, the evidence is piecemeal and gap­
py in its depiction of the rustorical events that are the focus of recon­
struction: event descriptions are incomplete, usually some critical 
events were not observed by the available witnesses, and information 
about personal reactions and motivations is not present (often because 
of the rules of evidence). Finally, subparts of the evidence (e.g., indi­
vidual sentences or statements) are interdependent in their probative 
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implications for the verdict. The meaning of one statement cannot be 
assessed in isolation, because it depends on the meanings of several 
related statements. (See Figure 11.2.) 

Evidence Summary 

Empirical research has demonstrated that the juror's "explanation" of 
legal evidence takes the form of a "story" in which causal and inten­
tional relations among events are prominent (Bennett & Feldman, 
1981; Hutchins, 1980; Pennington, 1981; Pennington & Hastie, 1986). 
Because the explanation takes the form of a story, we call our applica-

Figure 1 1 .2. The "Story Model" for Juror Decision Moking 
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tion of the explanation-based decision-making framework to judicial 
decisions the Story Model (see Figure 11 .2). The story is constructed 
from information explicitly presented at trial and knowledge pos­
sessed by the juror. Two kinds of knowledge are critical: (a) expecta-i 
tions about what makes a complete story, and (b) knowledge · about 
events similar in content to those that are the topic of dispute. 

General knowledge about the structure of human purposive actio;' 

sequences, characterized as an episode schema, serves to organize 
events according to the causal and intentional relations among them 
as perceived by the juror. An episode schema specifies that a story 
should contain initiating events, goals, actions, consequences, and ac­
companying states, in a particular causal configuration (Mandler, 
1980; Pennington & Hastie, 1986; Rumelhart, 1977; Stein & Glenn, 
1979; Trabasso & van den Broek, 1985). Each component of an episode 
may also consist of an episode, so that the story the juror constructs 
can be represented as a hierarchy of embedded episodes. The highest 
level episode characterizes the most important features of "what hap­
pened." Knowledge about the structure of stories allows the juror to 
form an opinion concerning the completeness of the evidence, the ex­
tent to which a story has all its parts. 

More than one story may be constructed by the juror; however, one 
story will usually be accepted as more coherent than the others. 
Coherence combines judgments of completeness, consistency, and plau­
sibility. If more than one story is judged to be coherent, then the story 
will lack uniqueness and uncertainty will result. If there is one 
coherent story, this story will be accepted as the explanation of the 
evidence and will be instrumental in reaching a decision. 

Choice Set 

The decision maker's second major task is to learn or to create a set of 
potential solutions or action alternatives that constitute the choice set. 
In some decision tasks the potential actions are given to the decision 
maker (instructions from the trial judge on verdict alternatives) or 
known beforehand (treatment options available to a physician). In oth­
ers, creation of alternatives is a major activity of the decision maker 
(for example, drafting alternate regulations for industrial waste dis­
posal, planning alternate marketing strategies, or negotiating alter­
nate acceptable trade contracts). These solution design tasks may in­
voke their own (embedded) decision tasks. 

In criminal trials the information for this processing stage is given 
to jurors at the end of the trial in the judge's instructions on the law . 
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The process of learning the verdict categories is a one-trial learning 
task in which the material to be learned is very abstract. We hypothe­
size that the conceptual unit is a category (frame) defined by a list of 
criterial features referring to identity, mental state, circumstances, 
and actions linked conjunctively or disjunctively to the verdict alterna­
tive (Kaplan, 1978; Pennington & Hastie, 1981). 

Match Process 

The final stage in the global decision process involves matching solu­
tion alternatives to the summary evidence representation to find the 
most successful pairing. Confidence in the final decision will be partly 
determined by the goodness-of-fit of the evidence-solution pairing se­
lected and the uniqueness of the winning combination when compared 
to alternative pairings. Because verdict categories are unfamiliar con­
cepts, the classification of a story into an appropriate verdict category 
is likely to be a deliberate process. For example, a juror may have to 
decide whether a circumstance in the story such as "pinned against a 
wall" constitutes a good match to a required circumstance, "unable to 
escape," for a verdict of Not Guilty by Reason of Self-Defense. 

The story classification stage involves the application of the judge's 
procedural instructions on the presumption of innocence and the stan­
dard of proof. That is, if not all of the verdict- attributes for a given 
verdict category are satisfied "beyond a reasonable doubt," by events 
in the accepted story, then the juror should presume innocence and 
return a default verdict of not guilty. 

Confidence in Decisions 

Several aspects of the decision process influence the juror's level of 
certainty about the final decision. First, the accepted story is judged to 
be the most coherent, but the level of coherence will affect confidence. 
Thus, if the story lacks completeness, consistency, or plausibility, con­
fidence in the story and therefore in the verdict will be diminished. 
Second, if a story lacks uniqueness, that is, there is more than one 
coherent story, then certainty concerning the accuracy of any one ex­
planation will be lowered (Einhorn & Hogarth, 1986). Finally, the 
goodness-or-fit between the accepted story and the best-fitting verdict 
category will influence confidence in the verdict decision. 

In summary, our application of the general explanation-based deci­
sion model to legal decisions is based on the hypothesis that jurors 
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impose a narrative story organization on trial information, in which 
causal and intentional relations between events are central (Bennett 
& Feldman, 1981; Pennington, 1981; Pennington & Hastie, 1986). 
Meaning is assigned to trial evidence through the incorporation of that . 
evidence into one or more plausible accounts or stories describing 
"what happened" during events testified to at the trial. The story orga' 
nization facilitates evidence comprehension and enables jurors to 
reach a predeliberation verdict decision. 

EMPIRICAL RESEARCH 

Our initial research on the Story Model provided descriptions of men­
tal representations of evidentiary information and verdict information 
at one point in time during the decision process (Pennington & Hastie, 
1986). In that research we established that the evidence summaries 
constructed by jurors had story structure (and not other plausible 
structures); that · verdict representations looked like feature lists (or 
simple frames); and that jurors who chose different verdicts had con­
structed different stories such that there was a distinct causal con­
figuration of events that constituted a story corresponding to each 
verdict category. Moreover, jurors choosing different verdicts did not 
have systematically different verdict representations, nor did they ap­
ply different classification criteria. Thus verdict decisions covary with 
story structures but do not covary with verdict learning or story classi­
fication. However, the interview method used in this research pre­
cluded strong inferences concerning the spontaneity of story construc­
tion the functional role of stories in the decision phase. 

In a second empirical study we established that decision make�s 
spontaneously constructed causal accounts of the evidence in the legal 
decision task (Pennington & Hastie, 1988). In this study, subjects' re­
sponses to sentences presented in a recognition memory task were used 
to draw conclusions about subjects' postdecision representations of evi- . 
dence. Subjects were expected to "recognize" as having been presented 
as trial evidence sentences from the story associated with their deci­
sion, with a higher probability than to recognize sentences from stories 
associated with other (rejected) decisions. This implies that hit rates 
(correct recognitions) and false alarm rates (false recognitions) for 
sentences from each story can be predicted from subjects' verdicts. 
These predictions were confirmed; verdict decisions predicted the high 
hit and false alarm rates found for sentences in the subjects' stories. 
Thus, a different method, subject population, and stimulus materials 
yielded results converging with the interview study conclusions about 
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the correlation between memory structure and decision outcome. Even 
though we can conclude that story representations were constructed 
spontaneously, the causal role of stories in decisions is still not estab­
lished because subjects could decide on a verdict and then (spon­
taneously) justify it to themselves by constructing a coherent story. 

A third experiment was conducted to study the effects of variations 
in the order of evidence presentation on judgments. Our primary goal 
was to test the claim that the construction of stories in evidence eval­
uation causes decisions. A secondary goal was to determine whether 
story coherence and uniqueness influence judgments of confidence in 
the correctness of verdicts. The "logic" of the experiment was sum­
marized in our hypothesis that (manipulated) ease of story construc­
tion would influence verdict decisions; easy-to-construct stories would 
result in more decisions in favor of the corresponding verdicts. 

Stories were considered easy to construct when the evidence was 
ordered in a temporal and causal sequence that matched the occur­
rence of the original events (story order; Baker, 1978). Stories were 
considered difficult to construct when the presentation order did not 
match the sequence of the original events. We based the nonstory order 
on the sequence of evidence as conveyed by witnesses in the original 
trial (witness order). Mock-jurors listened to a tape recording of a 100-
sentence summary of the trial evidence (50 prosecution statements 
and 50 defense statements), followed by a judge's charge to choose 
between a Murder verdict and a Not Guilty verdict. The 50 prosecution 
statements, constituting the First Degree Murder story identified in 
our initial interview study (Pennington & Hastie, 1986), were pre­
sented either in a story order or a witness order. Similarly, the defense 
statements, the Not Guilty story, were presented in one of the two 
orders creating a four-cell factorial design. In all four order conditions, 
the prosecution evidence preceded the defense evidence as per stan­
dard legal procedure. After listening to the tape recorded trial mate­
rials, the subjects completed a questionnaire indicating their verdict, 
confidence in the verdict, and their perceptions of the strengths of the 
prosecution and defense cases. 

As predicted, subjects were likeliest to convict the defendant when 
the prosecution evidence was presented in story order and the defense 
evidence was presented in witness order (78% chose guilty), and they 
were least likely to convict when the prosecution evidence was in wit­
ness order and defense was in story order (31% chose guilty). Convic­
tion rates were intermediate in conditions where both sides of the case 
were in story order (59% convictions) or both were in witness order 
(63% convictions). Furthermore, the perceived strength of one side of 
the case depended on both the order of evidence for that side and for 
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the other side of the case. This finding supports our claim that the 
uniqueness of the best-fitting story is one important basis for confi­
dence in the decision. 

In our explanation-based model the decision process is divided into 
three stages: construction of a summary explanation, determination· of 
decision alternatives, and mapping the explanation onto a best-fitting 
decision alternative. This subtask framework is in contrast to the uni­
form online updating computation or the unitary memory-bas� 
calculation hypothesized in most alternative approaches (cf. Hastie & 
Park, 1986). Furthermore, we diverge sharply from traditional ap­
proaches with our emphasis on the structure of memory representa­
tions as the key determinant of decisions. We also depart from the 
common assumption that, when causal reasoning is involved in judg­
ment, it can be described by algebraic, stochastic, or logical computa­
tions that lead directly to a decision (e.g., Anderson, 1974; Einhorn & 
Hogarth, 1986; Kelley, 1973). In our model causal reasoning plays a 
subordinate but critical role by guiding inferences in evidence evalua­
tion and construction of the intermediate explanation (Pennington & 
Hastie, in press). 

EXPLANATION-BASED DECISION MAKING 
IN OTHER DOMAINS 

The question of the generality of the explanation-based decision­
making framework can be divided into two parts, one concerned with 
the pervasiveness of explanation-based decision strategies, and the 
other concerned with the extent to which story structures will serve as 
explanation frames in other explanation-based decision tasks. In the 
introduction to this chapter, we outlined the explanation-based deci­
sion strategy and suggested that it applied to several complex natural 
decision tasks from the domains of law, business, diplomacy, medicine, 
and engineering. To date we have only conducted research in the legal 
domain where we have shown it does apply. Evidence from other re­
search programs in psychology and in artificial intelligence supports 
our claim for the generality of the explanation-based decision strategy, 
particularly in areas of medical diagnosis and economic reasoning. 

Medical Diagnosis 

Medical diagnosis was one of the earliest targets of expert systems 
research in artificial intelligence, which had the goal of reproducing 



Explanation-Based Decision Making 1 97 

expertise in subareas of medical diagnosis (Clancey & Shortliffe, 
1984). In these systems (e.g., MYCIN) the patient was described as a 
list of findings (symptoms) about the patient's condition. A set of rules 
described known associations (with a particular degree of certainty) 
between findings and diseases. The diagnosis, or interpretation of the 
patient's condition was rendered in the form of a list of possible dis­
eases ranked by a degree of belief in each. Although this conception of 
diagnosis captures some aspects of expert diagnosis on routine prob­
lems, it proved inadequate as a model of human reasoning for diag­
nosis over a large range of problems. 

An important departure from MYCIN were systems (e.g., Patil, 
Szolovits, & Schwartz, 1981; Clancey & Letsinger, 1981; Weiss, 
Kulikowski, Amarel, & Safir, 1978) that viewed clinical problem solv­
ing as a process of constructing an explanation of the findings. In 
ABEL (Patil et ai., 1981), this explanation is called a patient-specific 
model, and it includes data about the patient as well as the program's 
hypothetical interpretations of these data in a multilevel causal net­
work. Clancey (1988) describes this view of diagnosis in detail: 

diagnosis is not just a label, but constitutes a mod£l of the patient. This 
model is a causal story of what has happened to bring the patient to his 
current state of illness. The general questions of diagnosis regarding 
travel, job history, medications, etc., seek to circumscribe the external 
agents, or internal changes . . .  th�t may have affected the patient's 
body . . . .  In trying to establish a causal story of an infectious disease, 
the physician looks for general evidence of exposure, dissemination, and 
impaired immunoresponse-all of which are necessary for an infection 
to take place, regardless of the specific agent . . .  Constructing a model 
of the patient is often described informally as forming a 'picture of the 
patient.' The physician establishes the sequence ip which findings were 
manifested and factors this with information about prior problems and 
therapies, using their

' 
time relations to match possible causal connec­

tions . . .  Thus a physician is not just matching a set of symptoms to a 
disease; he is matching the order in which the symptoms appeared and 
how they changed over time to his knowledge of disease processes . . . .  
We must, have some way of viewing the competing diseases. In Neo­
mycin, we call this the disease process frame. Its slots are the features of 
any disease-where it occurs, when it began, its first symptom, how the 
symptoms change over time, whether it is a local or 'systematic,' and so 
on. (pp. 359-361) 

The correspondence between this description of medical diagnosis 
and the components of the explanation-based framework we have de­
veloped is quite close. The physician constructs an explanation of the 
patient findings in terms of one or more disease categories. Both the 
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explanation and the diagnostic disease category have a well-specified 
causal structure. Th some extent this is general across disease catego­
ries, as outlined above with the "who, what, when, where, how" compo­
nents specified in Clancey's description. Some parts of this explanation 
structure (mainly the how) will apply only within particular sub­
specialties of medicine. For example, infectious disease diagnoses will 
have a form of exposure and a form of dissemination as integral parts 
of the explanation (Clancey, 1988) in contrast to reasoning about equi­
librium processes in malfunctions of the kidney (Kuipers & Kassirer, 
1984) where explanations involve reference to substances causing 
pressures which result in flows. 

There is some empirical evidence for this view of medical diagnosis 
provided primarily by studies of physicians talking aloud while mak­
ing a diagnosis or while explaining a diagnosis (Lesgold et ai., 1988; 
Lesgold, 1989; Groen & Patel, 1988; Kassirer, 1989; Kassirer, Kuipers, 
& Gorry, 1982; Kassirer & Kopelman, 1987, 1989). The evidence sup­
ports the general claims that explanations are constructed in the 
course of diagnosis and that explanations have regular structures, at 
least within medical subspecialties. 

Economic Reasoning 

In the domain of economics, Riesbeck (1984) has modeled the reason­
ing of experts and novices in responding to an economic forecasting 
task (based on protocols collected by Salter, 1983). The experts' 'long­
term knowledge structures are modeled as a graph of directed signed 
connections between economic quantities (see also Axelrod's, 1976, dis­
cussion of "cognitive maps," Jungermann & Thuring's, 1987, "mental 
models," and Hendrickx, Vlek, & Oppewal's, 1989, "causal scenarios" 
for related analyses). In responding to a prediction question such as 
"What happens to the federal deficit if interest rates increase?", the 
expert reasons by applying certain search heuristics to his or her long­
term memory knowledge structure and constructing an explanation of 
the causal relations among the particular values of the economic quan­
tities under discussion. 

For the novice in economic reasoning, Riesbeck ( 1984) proposed that 
long-term knowledge structures take the form of assumptions about 
the hierarchies of goals and subgoals of economic actors. Riesbeck 
notes: 

The basic problem with novices' reasoning is that it is very much like the 
reasoning used in understanding stories or everyday life. Story under-
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standing heuristics fail in economic reasoning, not because economic 
actors don't have goals, but because there are too many goals and too 
many interactions. (p. 58) 

This analysis of economic reasoning is supported by data from a 
study of urban planning decisions by Hogarth et al. ( 1980) in which 
various actors concerned with the development of a French town were 
interviewed. The developers' cognitive maps of the situation were sum­
marized as graphs of directed signed connections between economic 
quantities (similar to Reisbeck's "expert economists" described above). 
The homeowners' cognitive maps directly reflected their personal eco­
nomic goals, such as getting a good price for their homes, and the 
opposing goals of the greedy developers, thus showing actor-goal rela­
tionships like those of the novice "economists" in the Reisbeck and 
Salter analysis. 

In summary, these studies of diagnosis, prediction, and planning in 
the domains of medicine and economics show that decision makers 
construct causal explanations of the evidence, that these explanations 
have uniform structures for experts and novices, and the causal expla­
nations constructed directly correspond to the judgments and actions 
of the decision makers. 

CONCLUDING COMMENTS 

Our approach to the problem of how to generalize conclusions from our 
research to new settings, tasks, and subject populations is to begin by 
assuming that the establishment of a phenomenon, such as a cause­
effect relationship, in one setting is a prima facie argument for its 
generality. Then the projectability of the result should be evaluated by 
examining each conceptual dimension along which variation occurs 
from one setting to the other. Our program of empirical research relies 
on simulations of the juror's decision task in laboratory and field set­
tings. We believe that this combination of low- and high-fidelity meth­
ods has yielded a stronger foundation for a theory of actual jurors' 
decisions that would have been possible with only one method. 

It is not our claim that explanation-based decision making is the 
only decision-making strategy available to decision makers, nor do we 
claim it will be applied everywhere. For example, in the popular labo­
ratory research tasks where subjects are asked to assess the attractive­
ness of lottery gambles, it is difficult to see why a subject would be 
motivated to construct a complex causal model of the evidence or to 
reason about causal relations concerning outcomes that are explicitly 
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determined by mechanized random generators such as game spinners 
or bingo cages. 

In other laboratory tasks where a decision is made on a relatively 
small set of independent evidence items, and where the requiredjudg­
ment dimension is unidimensional and known prior to hearing evi­
dence, we believe that algebraic models such as those based on linear 
additive, anchor-and-adjust updating processes provide an adequate 
picture of the judgment strategy (Anderson, 1981; Einhorn & Hogarth, 
1986; Hammond et ai., 1975; Lopes, 1982b). Even in some complex 
judgments, such as diagnostic tasks that are made routinely, in which 
the configuration of evidence has been seen many times before, 
explan!ltion-based decision making will not occur. For example, for 
certain instances of medical diagnosis a familiar pattern will be recog­
nized immediately without need for intermediate reasoning or inter­
pretation. We believe that this is also the case for "consumer" choice 
tasks in which a person chooses, for example, which car to buy or 
which apartment to rent. In such cases, where attributes of choice 
alternatives are explicit and unambiguous and the choice is one that 
has been made before, we would not expect interpretation of the evi­
dence (attributes) to play a large role. However, for choices in which 
the person is a relative novice-the important dimensions are un­
known and the choice is made for the first time (e.g., the first time a 
house is purchased, the first job selected after training)-we would 
expect that explanation-based strategies would come into play. 

If there is one characteristic of our program of research that distin­
guishes it from the many recent efforts to study the manner in which 
complex knowledge structures serve as mediators for relationships 
among evidence, goals, and decisions, it is our intense focus on the 
specific (narrative) structures of the hypothesized mediating represen­
tation. Critics of the "mental models" approach to reasoning, planning, 
and decision-making processes have claimed that many theorists have 
failed to clearly specify the nature of these knowledge representations, 
and that, thus, their theories are vacuous and untestable (Rips, 1986; 
Rouse & Morris, 1986). We agree and hope that our research can pro­
vide one example of a rigorous approach to these issues that yields a 
useful theory of important decision-making phenomena. 

KEY POINTS 

• The model of explanation-based decision making applies to situa­
tions like juror reasoning and medical diagnosis, where a great deal 
of implication-rich information must be evaluated. 
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• In such situations, decision makers try to organize the information 
by arranging it into a story, which mediates all processes leading to 
a final decision. 

• Decision makers also learn or create a set of alternatives from 
which they will select an action. 

• Decision makers choose the alternative that best matches their 
explanation. 

• The explanation-based model differs from traditional algebraic ap­
proaches in that reasoning about the evidence is the critical process, 
not performance of calculations on the evidence. 
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Chapter 1 2  

Naturalistic Decision Making From a 
Brunswikian Viewpoint: Its Past, Present, 
Future* 

Kenneth R. Hammond 
Center for Research on Judgment and Policy 
University of Colorado 

There is ample ground for doubting the success and thus the appropri­
ateness of conventional research doctrine in psychology, and natural­
ism may well be the road to follow. Indeed, a well-respected psycholo­
gist, speaking of research on memory, declared: "If X is an interesting 
or socially significant aspect of memory, then psychologists have hard­
ly ever studied X" (Neisser, 1978, p. 4). Neisser also concluded that "the 
naturalistic [note parallel with the present volume] study of memory is 
an idea whose time has come" (1978, p. 3). And there are many efforts 
to implement the "naturalistic" approach in many areas of psychology 
(see Appendix for examples). 

But conventional psychological research methods are strongly 
rooted in academia; it should not be expected that challenges to what is 
often one's strongest raison d'etre will be gracefully received-and, in 
my experience, they are not. Although I have been-and remain-a 
dedicated critic of psychology's conventional methodological doctrine, 
it is practically useless (and methodologically vacuous) to argue that 
research should reflect the characteristics of the "real world." More-

* This work was supported in part by the Office of Basic Research, Army Research 
Institute, Contract MDA903-86-C-0142, Work Unit Number 2Q161102B74F. The views, 
opinions, and findings contained in this article are those of the author and should not be 
construed as an official Department of the Army position, policy, or decision, unless so 
designated by other official documentation. I thank Berndt Brehmer, Michael Doherty, 
Reid Hastie, C. R. B. Joyce, Cynthia Lusk. Kim Vicente, and the editors of this volume 
for their comments and criticism. 
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over, such expressions are unnecessary; as I will show, there is an 
alternative to conventional methodology; theory and method for ad­
dressing "interesting and socially significant" problems have been 
available and have been applied for decades. 

In what follows I -provide a broad historical context in which the 
topic of this volume-naturalistic decision making-is discussed from 
the point of view of a Brunswikian psychologist. I show how Wundt's 
choice of research methodology and that of his peers a century ago 
established the current research doctrine in psychology, indicate how 
that choice was challenged by Brunswik a half-century ago, and de­
scribe how the difference between Wundt and Brunswik has been 
brought into sharp focus by current theory and research in the field of 
judgment and decision making. Finally, I will indicate my expectations 
of how Brunswikian research will develop in the future. 

PAST CHOICES FOR AND AGAINST NATURALISM 

Wundt's Choice 

Wundt is generally acknowledged to be the principal founder of scien­
tific, that is, experimental, psychology. It is therefore instructive and 
interesting to note that, in his efforts to choose the proper meth­
odological course for psychology, he described the issues in much the 
same way as they are described today. He drew a distinction between 
the exact, lawful nature of the hidden cause-effect relations to be ' 
discovered by psychologists and the chaotic surface circumstances that 
obscure such relations and thus confuse both the scientist and the 
behaving organism. Wundt argued that the obfuscating surface fea­
tures of the environment should be eliminated through the use of 
experiments; Gillis and Schneider (1966) provide an eloquent, succinct 
description of Wundt's explanation for his choice. 

[Wundt recognized] that there existed both a regularity in nature that 
was inaccessible to the organism, and a complex, irregular pattern to 
which he was customarily exposed, [and thus] Wundt was faced with a 
methodological choice, He could choose to investigate the organism­
environment relationship as the former actually experienced it, or he 
could choose to seek out those relationships that he believed obtained 
somewhere beyond the organism's ken. He chose; of course, the latter. 
And that choice required the use of an experimental technique that 
served to disentangle causal influences. (p. 218) 

They then take note of one of Wundt's most significant remarks, 
quoted in Ribot (1886, p. 192): "By experiment . . .  we strip the phe-
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nomenon of all its accessory conditions, which we can change at will, 
and measure." 

Helmholtz, Wundt's contemporary, went further. Not only did he 
wish to avoid the confusion and complexity of cause-effect relations 
observed at the surface, he argued that: "It is just those cases that are 
not [emphasis addedl in accordance with reality which are particularly 
instructive for discovering the laws of the processes by which normal 
perception originates." Lest readers think that such quotations are 
moldy methodological curiosities dug out of history books no one reads, 
they should know that I took this 1881 quotation from an article pub­
lished in 1983 by Tversky and Kahneman (p. 313). It was used by them 
to defend their research methods, and their choice of tasks to present 
to their subjects, to uncover biases in judgment and decision making. 

Thus, Wundt and Helmholtz chose to study those "deep" cause­
effect relations between environment and organism that would not be 
apparent unless "we strip the phenomenon of all its accessory conditions 
[exactly what students are taught today l, which we can change at will 
[through experiment in the laboratoryl, and measure" (Gillis & 
Schneider, 1966, p. 218). Wundt's argument is as modern and contem­
porary as today's instruction in introductory psychology and in the 
design of experiments. 

Brunswik thought Wundt made the wrong choice, however. As a 
result, he devoted his life to arguing that to "strip the phenomenon of 
all its accessory conditions" (all those chaotic surface conditions) was to 
strip the research of its proper subject matter. 

Brunswik's Choice 

I have described elsewhere (Hammond, 1966, 1990; Hammond, Mc­
Clelland, & Mumpower, 1980; Hammond & Wascoe, 1980), Brunswik's 
analytical treatment of the history of methodological doctrine in psy­
chology, in which he directly challenged the wisdom of the choice made 
by Wundt, Helmholtz, and their many intellectual descendants (see 
Brunswik, 1943, 1952, 1956, for examples; see also Brehmer, 1984; 
Gigerenzer, 1987; Smith, 1986). Therefore, I will not repeat Brunswik's 
arguments here; rather, I will merely indicate through quotation and 
paraphrase his general argument that, since the behaving organism 
does not come in direct contact with the hidden (exact) laws controlling 
the environment, it must cope with the multiple, confusing, inexact 
"surface" events controlled by "many laws." This choice led to the 
development of a theory of probabilistic functionalism. The meth­
odological counterpart to this theory is representative design. For only 
by presenting those irregular conditions to the behaving subject can we 
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discover how the organism achieves a stable relation with its environ­
ment despite the uncertainty engendered by the irregular conditions at 
the surface. As Brunswik put it in 1954: 

So long as the organism does not develop, or fails in a given context to 
utilize completely, the powers of a full-fledged physicist observer and 
analyst, his environment remains for all practical purposes a semierratic 
medium; it is no more than partially controlled and no more than proba­
bilistically predictable. The functionalistic approach in psychology must 
take cognizance of this basic limitation of the adjustiv� apparatus; it 
must link behavior and environment statistically. (Hammond, 1966, p. 
509) 

Thus, Brunswik agreed with Wundt that the behaving organism 
does not have access to the cause-effect laws controlling the orga­
nism's natural environment. In contradistinction to Wundt, however,it 
is precisely because that irregular, confusing concatenation of events 
provides the environment with which the organism must cope that we 
must not strip those irregular events away. That irregular, uncertain, 
confusing environment is the environment of interest, not the sani­
tized environment of the psychophysics laboratory or the perception 
laboratory of illusions and other "impoverished stimulus" conditions. 
And that is the type of environment that Brunswik and those who 
agreed with him attempt to employ, to simulate, to construct, and to 
present to human subjects. Wundt's choice led to the doctrine of the , 
systematic, a priori decomposition design (hold all variables constant, 
that is, "strip away accessory conditions," except one), whereas 
Brunswik's choice led to a design that includes a formal representation 
of all those conditions toward which a generalization is intended; rep­
resentative design thus refers to the logical requirement of represent­
ing in the experiment, or study, the conditions toward which the re­
sults are intended to generalize. Ecological situations, or ecological 
objects, should be specified, if not sampled, for the same reason sub­
jects are specified or sampled-generalization beyond the circum­
stances studied, whether in the laboratory or outside of it, requires it. 

Contemporary endorsement for the general principle of representa­
tive design can be found in a monograph by Paul Meehl, one of psy­
chology's foremost methodologists, in which he states: "One badly ne­
glected sampling problem, probably more important than the sampling 
of organi�ms to which such meticulous attention is conventionally 
paid, is the sampling of situations, which should be in some sense 
'representative' of the statistical ecology of the species studied" (1990, 
p. 41). 
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Meehl's comment is virtually a paraphrase of Brunswik's (1956) 
remark that "proper sampling of situations and problems may in the 
end be more important than proper sampling of subjects, considering 
the fact that individuals are probably on the whole much more alike 
than are situations among one another" (p. 39). Further, "Each situa: 
tion is a 'variate package: that is, a more or less· incidental combina­
tion of specific values along a large, and indeed unknown number of 
dimensions. Ecologies, and the situations that constitute them . . .  ex­
hibit consistencies and 'habits' all of their own . . .  we may 'know' 
them and like or dislike them as we do our fellow men" ( 1956, p. 139). 

In short, Wundt and Brunswik differed in their justification of the 
arrangement of variables in research at the most basic leveL That 
difference is alive and pertinent today, as the publication of this 
book-and others-demonstrates. Not only did Wundt and Brunswik 
differ in their methodological premises, they differed in their meta­
theoretical premises. Wundt looked to physics for his model of the 
psychological science to be (thus psychophysics); Brunswik looked to 
Darwinian functionalism (thus probabilistic functionalism). (See Ham­
mond, 1990, for contemporary consequences of these metatheoretical 
and methodological commitments.) 

Brunswik Versus Wundt in the Study of Judgment and 
Decision Making 

The study of human judgment and decision making brought the differ­
ence between Brunswik's choice and Wundt's choice into sharp focus. 
Early researchers studied '1udgment" precisely as Wundt instructed 
them; as psychophysicists, they were to strip away all "accessory condi­
tions," and they did. They measured, for example, '1ust noticeable 
differences" in various sensory domains under strictly controlled con­
ditions. And much contemporary research in judgment and decision 
making continues to favor the basic feature of Wundt's choice. As 
pointed out by Hammond et aL (1980, pp. 21-29) in their review of the 
origins of judgment and decision research, the early work in decision 
theory by Edwards (as well as the contemporary widely read work by 
Tversky and Kahneman, Norman Anderson, and others) chose the psy­
chophysics of judgment as a point of departure. (See, in particular, 
articles on "prospect theory" in which "psychophysical" functions are 
presented, e.g., Kahneman & Tversky, 1979.) 

But those who were persuaded by Brunswik's criticism of Wundt's 
choice rejected psychophysics. As Darwinian functionalists, they ap-
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proached the topic of judgment and decision making by attempting to 
represent the causal texture of the environment in the research cir­
cumstances presented to their subjects. In the formulation of social 
judgment theory (SJT), my colleagues and I (Hammond" Stewart, 
Brehmer, & Steinmann, 1975) described the new approach as follows: 

Knowledge of the environment is difficult to acquire because of causal 
ambiguity-because of the probabilistic, entangled relations among en­
vironmental variables. Tolman and Brunswik called attention to the 
critical role of causal ambiguity in their article, "The Organism and the 
Causal Texture of the Environment" (1935), in which they emphasized 
the fact that the organism in its normal intercourse with its environ­
ment must cope with numerous, interdependent, multiformal relations 
among variables which are partly relevant and partly irrelevant to its 
purpose, which carry only a limited amount of ru,pendability, and which 
are organized in a variety of ways. The problem for the organism, there­
fore, is to know its environment under these complex circumstances. In 
the effort to do so, the organism brings a variety. _of processes (generally 
labeled cognitive), such as perception, learning, and thinking, to bear on 
the problem of reducing causal ambiguity. As a part of this effort, hu­
man beings often attempt to manipulate variables (by experiments, for 
example) and sometimes succeed-in such a manner as to eliminate 
ambiguity. But when the variables in question cannot be manipulated, 
human beings must use their cognitive resources unaided by manipula­
tion or experiment. They must do the best they can by passive rather 
than active means to arrive at a conclusion regarding a state of affairs 
clouded by causal ambiguity. They must, in short, exercise their judg­
ment. Human judgment is a cognitive activity of last resort. 

It may seem odd to remind the readers of this volume of the circum­
stances which require human judgment, yet it is essential that we do so, 
for it is precisely these circumstances which are so often omitted from 
studies of human judgment. H we are to understand how human beings 
cope with judgment tasks, however, not only must such ambiguity be 
present in the conditions under which human judgment is studied, but 
c'ausal ambiguity must itself be represented within the framework of a 
theory of human judgment (Brunswik, 1952, 1956; Hammond, 1955). (p. 
272) 

Thus, the language of the above quotation urges the inclusion of the 
ambiguity of the environment unsanitized by the demands of Wund­
tian doctrine. But the ambiguous environment must somehow be de­
scribed, and the quotation presents the pretheoretical concepts SJT 
theorists chose to use in their effort to describe such environments 
quantitatively, a matter to which we now turn. 



• 

A Brunswikian Viewpoint 2 1 1  

SOME PRESENT CONSEQUENCES OF BRUNSWIK'S 
CHOICE 

"Naturalism" demands a theory that will enable us to describe the 
confusing concatenation of events that disguise the regularities of our 
world and a methodology that will allow us to understand adaptation 
to them. Brunswik, of course, provided both: the theory was named 
probabilistic functionalism and the methodology was named repre­
sentative design (Brunswik, 1955). 

The Lens Model 

In order to see why this model (see Figure 12.1) of the environment 
was chosen by SJT researchers, think of how an irregular, uncertain 
environment might be described. First, the problems must offer many 
cues, as there must not be one completely dependable, palpable, sur­
face event (cue) from which one can infer with certainty the unseen, 
impalpable, depth event (Ye). Second, the relations between cues and 
Ye must be less than perfectly dependable. That circumstance is re­
flected in the uncertainty between cue and criterion shown in the lens 
model as r., the ecological validity of the cue. Specifically, the correla-

Figure 1 2. 1 .  Schematic illustration of the relation of ochievement (fo )  and eco· 
logical validities; of cues (re.i) and cue utilization (r$, I): an a posteriori decomposi· 
tion of a person's judgment process. 

ACHIEVEMENT (ra) 

VALIDITY 
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tion re must be less than unity. Third, there must be correlations-or 
at least the possibility of correlations-greater than zero between the 
cues. Fourth, irreducible uncertainty should exist-or at least be al­
lowed to exist-between the cue data and the criterion (Ye) data. 

For example, in a study of highway engineers, experts were asked to 
judge the safety of 40 highway segments that were described/measured 
in 10 dimensions (e.g., lane width, shoulder width, curves per mile, 
etc.) which served as cues to the hidden (i.e., unknown to the engineers) 
criterion (safety of each segment measured in terms of accident rate 
averaged over seven years). The degree of certainty or ecological valid­
ity of each cue was measured in terms of the correlation between the 
cue and the safety criterion, and the intercorrelation among the cues 
was ascertained. The uncertainty of the system as a whole was mea­
sured in terms of the multiple correlation between the set of cues and ' 
the criterion. (See Hammond, 1988; Hammond, Hamm, Grassia, & 
Pearson, 1987; for a complete description.) , 

Substantive Versus Formal Descriptions of Environmental and 
Cognitive Systems 

It is essential to note that, from its beginning, SJT intended to provide 
a formal theory of environmental tasks; it is not a substantive theory, 
nor does it wish to be (Hammond, 1966, pp. 68ff.). That is, SJT offers a 
general description that is independent of the substantive,materials </f 
any particular judgment task. SJT researchers never limit the descrip­
tion of a task to its content (e.g., fire-fighting, medical diagnosis, etc.), 
in contrast to research that centers on "knowledge-based" judgments. 
Content is of no interest to SJT researchers except for studies that 
examine the interaction between form and specific content (see, e.g., 
Adelman, 1981). Present naturalistic approaches err by emphasizing 
content over formal descriptions of the environment. 

In addition to providing a quantitative environmental model, SJT 
provides a quantitative model of cognitive functioning, the form of 
w.hich parallels the environmental model (see Figure 12.1). Both the 
properties of environmental systems and the properties of the cogni­
tive systems of the subjects who must cope with them are linked by the 
lens model equation (LME) (see Hammond et aI., 1975; Tucker, 1964). 
In short, the LME was constructed to fulfill the need for (a) a formal 
description of those environmental circumstances Wundt wished to be 
stripped away, (b) the cognitive system that is applied to them, and 
(c) the relation between the two. 

These concepts (and others) were put forward in the 1960s (and 
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earlier; see Hammond, 1955) and were found to be adequate for de­
scribing uncertain environments, not only in the laboratory, but out­
side the laboratory as well, some of which I now describe. 

Multiple Cue Probability Learning and Cognitive Feedback 

Brehmer and his colleagues (see especially Brehmer, 1979; Brehmer & 
Joyce, 1988), Doherty and his colleagues (York, Doherty, & Kamouri, 
1987), my colleagues and I (see especially Hammond & Summers, 
1972), and many others used these descriptors to study an entirely new 
problem in the psychology of learning, namely multiple-cue probability 
learning (MCPL). This topic was chosen because it represents in a 
formal manner some-but not all-of the properties of judgment tasks 
deemed to be representative of those encountered by human beings in 
their various habitats (e.g., many interdependent cues with ecological 
validities of less than one). 

Studies of MCPL were productive in unexpected ways documented 
in Brehmer and Joyce (1988). Most significant, however, was the 
discovery that providing the learner with cognitive feedback­
information about formal aspects of the task (e.g., cue validities, func­
tion forms, etc.)-resuJted in rapid learning under conditions of un­
certainty, whereas outcome feedback (providing the correct answer) 
resulted in slow, "stupid" learning (see Balzer, Doherty, & O'Connor, 
1989, for a review of research on cognitive feedback). No other result 
from the SJT research illustrates so clearly the value of the rep­
resentation of theoretically specified formal

· 
properties of task 

circumstances-in this case multiple (fallible) cues and irreducible 
uncertainty. For although the importance of cognitive feedback was 
discovered in laboratory circumstances, it has been put to good use in 
circumstances outside the laboratory (see Wigton, 1988; Wigton, Poses, 
Collins, & Cebul, 1990, for examples of teaching students and physi­
cians to improve their diagnostic accuracy). 

Thus SJT offers a theory that provides the measurable, quantitative 
terms that enable us to distinguish between various task circum­
stances, and thus enables us to make different predictions of cognitive 
activity for situations differentiated by the theory-irrespective of the 
substantive characteristics of the situation. In this way, SJT offers 
generalization to the naturalistic approach. 

Policy Capturing 

Another feature of laboratory research derived from the lens inodel 
that has been successfully applied to a wide variety of naturalistic 
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situations is policy capturing. This tenn refers to "capturing"-that is, 
formally describing-the policy an individual uses to form a judgment 
regarding any object, event, or circumstance. The person's policy is 
described in tenns parallel to those used to describe a task environ­
ment. Thus, the judgment policy used by a highway engineer (see 
above) to appraise the safety of a highway was described in terms of (a) 
the cues (lane width, shoulder width, etc.) he used, (b) the weight that 
he placed on each cue (measured in terms of the regression weights 
between each cue and his judgment), (c) the form (linear, nonlinear) of 
the relation between the cue and his judgment, and (d) the degree of 
uncertainty in his judgment system (measured in terms of the predict­
ability of his judgments). 

Policy capturing was demonstrated in 1955 in connection with stud­
ies of clinical psychologists and anesthesiologists and has been widely 
applied outside the laboratory ever since. (The studies are too numer­
ous to cite here; I offer the following citations only to indicate the 
breadth of applications; see Cooksey, Freebody, & Bennett, 1991, for a 
clever innovation, the application of the lens model to a study or chil­
dren's spelling problems; Dalgleish, 1988, for a study of social workers' 
judgments of child abuse; Fisch, Hammond, Joyce, & O'Reilly, 1981, 
for studies of judgments of depression; Kirwan, Chaput de Saintonge, 
Joyce, & Currey, 1984, for an analysis of rheumatologists' judgments; 
Stewart, Middleton, & Ely, 1983, for an application to an ecological 
problem; see also Brehmer & Joyce, 1988, and Hammond & Wascqe, 
1980, for numerous other examples.) 

Conflict Resolution 

The results of research on the above three topics-MCPL, cognitive 
feedback, and policy capturing-were applied to laboratory studies of 
interpersonal conflict and interpersonal learning that began in 1966 
(Hammond, 1966; Hammond & Grassia, 1985). Our most important 
naturalistic test involved reducing a bitter, public dispute among city 
councilmen and various interest groups (Hammond & Adelman, 1976). 
Success in this and subsequent studies (see Darling & Mumpower, 
1990; McCartt & Rohrbaugh, 1989; Mumpower, Schuman, & Zumbolo, 
1988; Rohrbaugh, 1984) have led to confidence that the laboratory 
research developed from the lens model framework and its concomi­
tant quantitative expressions provide sufficient power for generaliza­
tion to circumstances outside the laboratory. Indeed, cognitive feed­
back and policy capturing are regularly used at the Rockefeller 
Institute of Government for reducing policy disputes in the public sec-
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tor (see Milter & Rohrbaugh, 1988; Reagan & Rohrbaugh, in press; see 
also Harmon & Rohrbaugh, 1990; Rohrbaugh, 1988). Analysis in terms 
of the formal properties of the task is the key element in such 
generalizations. 

. 

Cognitive Continuum Theory 

It is essential to note that each parameter of the LME is a continuous 
variable. This means that conditions may vary yet remain within the 
capacity of the LME to describe them. And this means that the LME 
possesses the capacity to distinguish among, and provide exact descrip­
tions of, various judgment tasks. Thus we may inquire into the effect 
of experimentally increasing or decreasing degrees of ambiguity, that 
is, the uncertainty between cue and criterion, amount of the entangle­
ment (intercorrelation) among cues, as well as other changes in those 
task conditions Wundt wished to strip away. In addition, we may make 
post hoc, or retrospective, analyses of various judgment tasks that 
persons have encountered, or predictions about behavior in tasks per­
sons will encounter. Indeed, it is now easy to see that task conditions 
can be located on a continuum that ranges from those that are highly 
intuition inducing to those that are highly analysis inducing by spec­
ifying values of the parameters of the LME. And once we have deter­
mined the location of a task on that continuum we shall be prepared to 
offer predictions of behavior in response to its location. That argument 
was followed up in what I have called cognitive continuum theory. 

The concept of a cognitive continuum was introduced in 1973 (Ham­
mond & Brehmer, 1973), further developed in 1980 (Hammond, 
1980b), and first empirically employed by Hammond et al. (1987). 

The utility of this premise was tested in the context of the study of 
expert highway engineers. Depth and surface features of three tasks 
were selected on a best guess basis for their ability to induce three 
different modes of cognition on the cognitive continuum mentioned 
above. The arrangement of task conditions was not left to guesswork, 
however; a quantitative method was used to order the tasks on a task 
continuum index from the intuitive to analytical pole of the index. 
(See Table 12.1 for a list of task properties inducing intuition and 
analysis.) At issue was the question of whether the tasks (at both 
depth and surface levels) induced the predicted type of cognitive ac­
tivity measured by its location on the cognitive continuum index. (See 
Table 12.2 for a list of cognitive properties indicating intuitive and 
analytical cognition.) This hypothesis (and others) was tested for each 
engineer separately (each of whom spent roughly 20 hours in this 
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Table 12. 1 .  Inducement of Intuition and Analysis by Task Conditions 

Intuition-Inducing State Analysis-Inducing State 
Task Characteristic of Task Characteristic of Task Characteristic 

1 .  Number of cues lorge (>5) small 
2. Measurement of cues perceptual measuremenT objecrive, reliable 

measuremem 
J. Distribution of cue continuous, highly variable unknown distribution; cues 

values distribution are dichotomous: values 
ore discrete 

4. Redundancy among high redundancy low redundancy 
cues 

5. Decomposition of task low high 
6. Degree of certainty In low certainty high certainty , 

task 
7. Relation berween linear nonlinear 

cues and criterion 
8. Weighting of cues in equal unequal 

environmenTol model 
9. Availability of organiz- unavailable available 

Ing principle 
10. Display of cues Simultaneous display 

. 
.sequential display 

1 1 .  nme period brief long 

study) over nine task conditions: Results generally conformed with 
predictions (see Hammond et a!., 1987, for details). 

Thus, "SJT researchers took both Wundt and Brunswik seriously; the 
unmanaged world does offer confusing uncertain events at the surface, 
as Wundt and Brunswik agreed. But we followed Brunswik's precept 
that, if we wish to generalize the results of our research beyond the 
conditions contained in our research situation, that situation must be 
formally representative of the circumstances to which we intend the 
results to apply: SJT researchers believed then, and believe now, that 

Table 1 2.2. Properties of Intuition and Analysis 

Cognitive Control 
Rate of Dora Processing 
Conscious Awareness 
Organizing Principle 
Errors 
Confidence 

low 
rapid 
low 

Intuition 

weighted average 
normally distributed 
high confidence In 

answer; 
low confidence in 

merhod 

Analysis 

high 
slow 
high 
task specifi� 
few, bur lorge 
low coofidence 

in answer; 
high confidence 

in method 
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they were, and are·, studying judgment and decision making under 
exactly those circumstances the present proponents of naturalistic de­
cision making wish to emphasize. And although the advocates of natu­
ralism do not explicitiy use the concept of representative design-and 
all that it implies-they should, because they cannot carry out their 
wor.k otherwise. 

FUTURE: COGNITIVE CONTINUUM 
THEORY EXTENDED 

Applications of Brunswikian Principles to "Real Decisions" 
in the "Real World" by "Real People" 

All of the expressions in quotations in the above heading should be 
proscribed, eliminated from the language of serious students of judg" 
inent and decision making; they merely reflect the emotional tones of 
a revolt against what many see as a sterile science. They should be 
replaced by theories that include terms necessary to describe 

'
(a) the 

properties of task environments, (b) the properties of cognitive sys­
tems, and (c) the relation between them. SJT and cognitive continuum 
theory provide the basic principles (derived from Brunswik) for doing 
this. Can these theories usefully address the kind of judgment and 
decision situations the advocates of "real-world" research have in 
mind? 

In what follows I indicate how cognitive continuum theory and its 
extensions make possible both retrospective and prospective analyses 
of human judgment over a wide range of conditions without invoking . 
such terms as Ureal world," "real decisions," or ('real people." 

Oscillation Between Intuition and Analysis 

\ 
Once the researcher permits the element of time to enter his or her 
research situation, then it becomes possible to consider the idea that 
cognitive activity can move along the cognitive continuum. Indeed, 
cognitive activity may oscillate between intuition and analysis, an idea 
that was first introduced, so far as I know, by Stephen Pepper (1942). 
Pepper's argument was that analysis ("responsible cognition") became 
more precarious as it became more precise and found that it must 

. return to the intuitively plausible for reassurance. But, of course, the 
"irresponsibility" of intuitive cognition leads us back to analysis. 

My only attempt so far to quantify Pepper's proposition occurred in 
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connection with a study of physicians teaching third- and fourth-year 
medical students one-on-one (Hammond, Frederick, RDbiliard, & Vic­
tor, 1989). This study entailed prodigious work on the analyses of 
student-teacher protocols, but we were gratified to find that we were 
largely successful in documenting Pepper's proposition. And ' in a 
follow-up article, Hamm (1988) also found support for the oscillation 
Pepper hypothesized. 

Of course, the concept of oscillation raises interesting research 
questions. For example, (a) What effect does the differential use of 
each type of cognitive activity have on inferential accuracy? (b) What 
is the effect of different rates of oscillation? These and other questions 
are discussed in Hammond (1980); see also Hamm (1988). 

. 

Alternation Between Functional Relations 
and Pattern Recognition 

The concept of pattern recognition was dismissed by almost all judg­
ment researchers once it was discovered that virtually all judgments 
could be surprisingly well described by various linear models (Dawes, 
1982; Dawes & Corrigan, 1974). But I have come, all too slowly I admit, 
to realize that all that is necessary to evoke pattern recognition is to 
provide the subject with materials that induce it. Thus, while subjects 
may oscillate from intuition through quasirationality to analysis (and 
vice versa), I argue that subjects' shift from the use offunctional rela­
tions to patterns occurs in all-or-none form: One cannot, at the same 
moment, be a bit of functional relations user and a bit of a pattern 
recognizer. (Either functional relations or pattern recognition may be 
used intuitively or analytically.) Therefore, although movement on the 
cognitive continuum involves osciliation, the shift between the use of 
functional relations and pattern recognition involves alternation. 

Together with my colleague, Cynthia Lusk, I have embarked on a 
research effort to inquire whether persons will alternate between the 
use of functional relations and the use of pattern matching when they 
have the opportunity to do so. 

We have found that the radar displays used by weather forecasters 
do, in fact, present data in both forms, and that meteorologists can 
readily distinguish between displays that call for (induce) pattern rec­
ognition and those that call for (induce) analysis of functional rela­
tions. (See Schlatter, 1985, for a weather forecaster's detailed protocol 
that makes the alternation between these two types of cognitive ac­
tivity obvious.) Because the call-up of the display is under the control 
of the forecaster (the forecaster may choose a display at any time from 
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among the 1,000 available to him or her) it becomes possible for the 
forecaster to alternate at will between these two fundamental forms of 
cognition. Now we can:"'-as always-raise a number of new and very 
interesting questions: What effect does the differential use of each 
type of cognitive activity-use of functional relations or use of pattern 
identification-have on accuracy of inference? What is the effect of 
different rates of alternation between them? (These considerations 
and others are described in Hammond, 1988.) 

In order to show the ready application of cognitive continuum theo­
ry to decisions outside the laboratory, I turn now to a description of 
three hunters. 

THREE HUNTERS AND THEIR TASK 
ENVIRONMENTS 

The Task Environment of the Hunter-Gatherer 

I begin with the natural environment of the prehistoric hunter­
gatherer, because it marks one pole of the task continuum. For if 
archaeological and anthropological descriptions of primitive hunter: 
gatherer activities are correct, then the cognitive activity of these peo­
ple must have been induced to be very near the intuitive pole of the 
cognitive continuum. Why? Because these people certainly lacked "the 
powers of a full-fledged physicist observer and analyst," and their 
environment was "no more than partially controlled and no more than 
probabilistically predictable" (Brunswik, quoted in Hammond, 1966, p. 
509). Thus, their task environment can readily be assumed to have 
contained the task properties Iisted

'
in the middle column of Table 12.1. 

That environment would induce-and select!-cognitive systems 
whose properties would be well described by a linear model. 

This retrospective conjecture would be oflittle interest if it were not 
for the support it finds in the robust properties of the linear model. 
That robustness means that, even if the weights and function forms 
the hunter-gatherer attached to the variables in the equation were 
frequently wrong, the redundancy of environmental cues and irreduc­
ible uncertainty in a hunter-gatherer environment would allow them 
to be reasonably accurate in their judgments (see Dawes & Corrigan, 
1974). No better cognitive system could be devised for hunter­
gatherers in their natural environments. 

But the environment has surely changed, and as a result, demands 
on cognitive activities have surely changed as well. 
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The Task Environments of Modern People 

My evolutionary epistemology may be incomplete and even primitive, 
but it provides a useful point of departure for considering the natural 
habitats (note plural) of modern people. These habitats prov.ide task 
environments that vary greatly; they run from those that are highly 
intuition inducing to those that are highly analysis inducing. Al­
though the latter, of course, were almost completely absent from the 
hunter-gatherer's environment, today we all encounter highly ' engi­
neered task environments (e.g., the freeway judgment task) that we 
had better treat analytically. Modern task environments also include 
tasks that induce elements of both intuition and analysis, and thus 
induce quasirational cognition. And there are the task environments 
such as those created for the modern forecasters, that encourage, peo­
ple to alternate between functional analysis and pattern recognition, 
as well as to oscillate between intuition and analysis. 

Naturalists' theories must acknowledge this range in task variation 
if they are to take account of the wide variation in cognitive activity of 
which modern people are demonstrably capable. I now illustrate how 
this approach can lead to a far different retrospective analysis of the 
Israeli/Libyan plane incident than that proposed by Beach and 
Lipshitz (this volume). 

The Task Environment of a Modern Hunter: General Hod 

First it is essential to note that General Hod was able to solve his 
problem of determining whether the intruder was hostile or neutral 
through action and outcome feedback, as Beach and Lipshitz correctly 
observe. That is, his task environment enabled him to manipulate the 
critical objects, acquire feedback from each mauipulation, and make 
new manipulations if necessary. These circumstances therefore make 
the general an active problem solver, not a passive observer, as, for 
example, a weather forecaster. That distinction is important, for it 
suggests that the problem-solving literature is also germane to this 
situation, perhaps even more so than the judgment and decision mak­
ing literature. Recall that the vast majority of all the research on 
judgment and decision making is directed toward the passive cognizer 
who cannot manipulate objects in the environment. (See Brehmer, 
1990, for a description of an extension of SJT to dynamic tasks that 
permit object manipulation.)! 

1 Integrating the currently disparate literatures of problem solving and judgment 
and decision making would be a worthy task, and the time may be ripe for

'
this, Those 

advocating naturalistic decision making may take heart from observing that a promi-
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Keeping in mind the above distinction, we now consider the proper­
ties of the ground conimander's information-presentation situation 
(the right-hand·side of the lens model). We know that, at the outset, he 
was given only a few, highly reliable cues. The cues were discrete, 
offered low redundancy, and occurred sequentially; in fact, virtually 
all the task characteristics in the right hand column of Table 12.1 were 
present. Because cognitive continuum theory predicts that the ground 
commander will employ the form of cognition induced by the task, he 
should be analytical (see Table 12.2). And, indeed the story indicates 
that he was deliberate; he was highly aware of each step and con­
sciously followed the rules; he could easily retrace his steps. The situa­
tion provided for him was by no means "ill structured," nor was his 
cognitive activity. 

Now contrast General Hod's hunting environment with the pre­
historic hunter's environment in which little manipulation was avail­
able. The latter had to use his or her eyes, ears, and nose to seek out a 
variety of cues presented simultaneously, or nearly so, measure them 
perceptually, take advantage of natural redundancy, combine the in­
formation, and make instantaneous, nonretraceable decisions. Gener­
al Hod's hunting, however, involved the opposite circumstances. All his 
information was presented in a form that was engineered to be highly 
reliable (e.g., perceptual measurement was eliminated); indeed, his 
situation was engineered to prevent him from using his personal judg­
ment and, instead, to make him an analytical problem-solver. 

As the General and back-up team review (analytically) all the new 
information (feedback) that their actions have produced, they again 
come to a rationally defensible conclusion. As he put it, "uncertainty 
gradually transformed to a certainty"; the information "convinced us 
absolutely"; and, he adds, "that's how all uncertainty dissipated." The 
General reached a new conclusion; the new information allowed him to 
become certain that the Libyan plane was a terrorist. He arrived at 
that conclusion analytically-he can retrace his steps, something the 
hunter-gatherer could not do-because the properties of the task situ-

nent cognitive psychologist, John Anderson, has recently published a new book, The 
Adaptive Charac.ter of Thought (1990), the title as well as the substance of which sig· 
nifies a recognition of the importance of the task environment as well as probabilism. 
Regrettably, however, Anderson ignores decades of relevant work. As a result there are 
curiously innocent pronouncements. For example, "the approach of this book . . .  un· 
avoidably requires getting serious about the nature of the information·processing de· 
mands imposed on us by the environment, the statistical character of those demands, 
and doing a little mathematics" (p. 256). Equally startling is: "There should be empirical 
work on' the actual structure of the environment" (p. 256). Of course, "getting serious 
about the nature of the . . .  environment, the statistical character of those demands and. 
doing a 1ittle mathematics" is exactly what Brunswikian psychologists have been doing 
for roughly half a centu,ry. 
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ation allowed him to do so. And note his final remark: "I confess that 
[if the same situation would occur again), I would react precisely in the 
same way." That is a mark of "high confidence in method'� and "high 
awareness" (see Table 12.2). General Hod knows exactly what he did 
and why he did it, as well as what conclusions he reached and why he 
reached them. 

Thus, my retrospective analysis is different from that offered by 
Beach and Lipshitz, not only in terms of the description of the task and 
the General's behavior, but also because it provides both a concrete, 
specific description of task circumstances (from Table 12.1), and a 
concrete, specific prediction (from Table 12.2) of the cognitive activity 
of the principal actor. I do not agree with their description of the 
General's situation; it is simply too vague to be of help, and it offers no 
useful prediction of cognitive activity. It is of no help to say that "tbis 
situation was ill-structured in that it was at first unknown whether 
the intruding aircraft was military or civilian." That simply tells us 
that the answer to the problem was unknown; it says nothing whatever 
about the "structure" of the situation. On the other hand, Table 12.1 
does speak to the structure of the situation; it is in terms of such tables 
derived from theory that we should describe task environments, and 
their effects on cognition, as indicated in Table 12.2. Of course, I do not 
insist that the content of these tables represents ultimate truth; I do 
insist, however, that tables of this form, if not this content, replace 
such useless vagaries as "real world." 

The Task Environment of the Microburst Hunter 

Lusk and I recently studied aviation weather forecasters in their cus­
tomary task environment-observing Doppler radar screen displays in 
an effort to detect microbursts (Lusk & Hammond, 1991; Lusk, Stew­
art, Hammond, & Potts, 1990). These forecasters are hunters in much 
the same way as General Hod was a hunter, and their prey is as 
dangerous as a terrorist aircraft. The properties of their task are such 
that analytical cognition is definitely induced ("What is the dew point? 
Are the winds divergent?"). They become "full-fledged physicist ob­
server(s) and analyst(s)" insofar as possible. On the other hand, the 
forecasters make heavy use of visual perception applied to radar dis­
plays that to the untrained eye appear as hopeless confusion, and they 
face irreducible uncertainty. In short, because their task 
environment-the radar displays-induces elements of both intuition 
and analysis, the aviation weather forecaster-hunters are induced to 
be more analytical than their primitive forebears, but not induced to 
be-nor can they be-as analytical as General Hod. That is, they are 
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in an environment that induces quasirational cognition, and suffer 
and enjoy the consequences thereof. 

As part of our prospective analysis Lusk and I predicted that agree­
ment among the forecasters would be lower in their forecasting­
hunting habitat-with full information-than when offered objective 
cue data in which perceptual measurement of the cues was eliminated. 
The forecasters, like all experts in similar situations, thought the re­
verse would be the case. Our prediction was correct. It was based on the 
well-established generalization from SJT that perceptual observation 
would introduce error as well as induce intuitive (and thus less con­
trolled) cognition (Lusk & Hammond, 1991). 

We also learned that SJT is readily applicable to a complex dynamic 
task that involves. the use of hierarchical inferences. We argued that 
agreement in forecasts would be modest, primarily because different 
forecasters would combine primary cue values into secondary cue val­
ues in different ways. Analytical thought would not be fully shared at 
this level. The results supported the argument. In short, because the 
task properties were both analysis inducing and intuition inducing, we 
predicted that agreement would be higher when the former were more 
salient and agreement would be lower when the latter were more 
salient. 

To summarize, the task properties of the hunter gatherers' environ­
ment were analyzed, as were the task properties of General Hod's 
(hunting) environment, and the task properties of the forecasters' 
(hunting) environment. This step allowed a retrospective conjecture for 
the cognitive activity of the hunter-gatherer, a retrospective analysis 
that rests on a plausibility argument for the cognitive activity of Gen­
eral Hod, and testable prediction for the cognitive· activity of the 
weather forecasters. Theory and method replaced the useless appeal to 
the need to study the " real world," "real decisions," or "real people." 

HUMAN ERROR 

One further aspect of cognitive continuum theory deserves separate 
emphasis. The Israeli/Libyan plan incident is attention getting, be­
cause it raises the question of human error. That topic attracts us for 
two reasons: (a) the fallibility of human judgment has occupied (per­
haps preoccupied) researchers in this area for nearly two decades; (b) 
society is beginning to see that human error is now responsible for 
consequences of enormous proportions (not so in the days of the 
hunter-gatherer's, cognitive activity). 

Cognitive continuum theory (following Brunswik) offers important 
predictions concerning human error. It argues that analytical 
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cognition-thinking-produces few errors, but that, when errors do 
occur they will be "catastrophic" (Brunswik, 1956, p. 93), in' contrast to 
the errors produced by perception. Allow me to quote from my own 
text: 

-

Brunswik saw perception as a probabilistic, intuitive, continuous, highly 
adaptive and rapid process-though not without its occasional stu­
pidities. In contrast, thinking is at the opposite pole-deterministic, ana­
lytic, discontinuous, with sudden attainment and lengthy pauses, and 
frequent maladaptive twists. Perception, in short, is "uncertainty­
geared;" thinking is "certainty-geared." . . .  the more-perceptual-like the 
process, the greater the importance of empirical near-regularities, the 
greater the expectation of being right in the long run, and the more 
likely is the subject to achieve "smallness of �rror at the expense of the 
highest frequency of precision." Analytical thinking gains in rigor-but 
its errors are greater and more likely to be catastrophic. (Hammond, 
1966, pp. 47-48) 

(See Brunswik, 1956, pp. 89-99, for his development of the distinction 
between perception and thinking.) 

The applicability of these remarks to the difference between the 
situation faced by the prehistoric hunter and that faced by General 
Hod is obvious. General Hod was using a highly engineered, highly 
analytical system that was designed to cope with anticipated circum­
stances, a system carefully considered, carefully thought through, in 
advance. But when unimagined-better, unimaginable-events occur, 
such systems fail badly. When the contents of the "black box" revealed 
to the General the circumstances of the ecology, he found he was in 
error. His detection system was well designed to cope with well­
planned, rational enemy action, but it was applied to semi erratic, part­
ly rational, partly irrational enemy action. Who would dream that an 
airliner would eontain a wine-drinking crew whose captain and first 
officer could not communicate because they did not speak the same 
language? And who could imagine the consequences of the Israeli pi­
lot's approach to the right-the first officer's side? 

Application of analytical cognitive systems to erratic systems 
creates the strong likelihood of terrible mistakes, not through the 
intrinsic fallibility of human judgment, but through a gross mismatch 
of the two systems. (See Berliner, Goetsch, Campbell, & Ebeling, 1990, 
for a comparable example in computerized chess.) 

In short, cognitive continuum theory explicitly includes a theory of 
how task conditions vary, and the consequences for cognitive activity; 
the method of representative design is responsive to that theory. Con­
ventional research ignores task conditions and is responsive to statisti-



.. 

A Brunswikian Viewpoint 225 

cal criteria alone, thus employing an implicit, highly oversimplified 
theory of the environment. The consequence is vast overgeneralization 
across conditions; as new conditions are brought under investigation, 
the generalization fails; psychology finds itself constantly starting 
over. Unless naturalism addresses task theory in terms of formal prop­
erties its future will remain in doubt as well. 

CONCLUSIONS 

If we reject Wundt's methodological admonition, and Helmholtz's dic­
tum, and follow instead Brunswikian principles-if, that is, natural­
ism is to succeed-then naturalists must provide testable theories of 
the environment that describe its formal properties and their conse­
quences for cognitive activity; otherwise results simply become retro­
spective products subject to multiple ad hoc interpretations that can­
not be falsified. But when testable theories of the environment are 
developed, and when naturalists make use of the well worked-out pre­
cepts of representative design, they will be able to do the research that 
is so badly needed in a manner that will stand up to thoughtful 
criticism. 

Of course, it won't be easy. As Gibson (1957) said of Brunswik's 
work: "He asks us, the experimenters in psychology, to revamp our 
fundamental thinking. . . . It is an onerous demand. Brunswik im­
posed it first on his own thinking and showed us how burdensome it 
can be. His work is an object lesson in theoretical integrity" (p. 35): In 
short, there is no easy way to reach the goals of those who would be 
naturalistic. But the path is well defined. • 

. 

KEY POINTS 

• The study of decision making and judgment highlights differences 
between Wundt's psychophysical approach and Brunswik's func­
tional approach. 

• Wundt's approach supposes that regularities in nature can be stud­
ied only by tightly controlling most variables, while manipulating a 
few others. 

• Brunswik argues that removing ambiguity and complexity amounts 
to removal of the object of study. 

• Naturalism demands a theory to describe events that are so com­
plex that they can disguise the regularities in nature. 

• Social judgment theory (SJT) is one such theory that is applicable to 
decision making and judgment . 



• 

226 Hammond 

• Many current naturalistic approaches err by emphasizing cQntent 
over formal descriptions of the environment, and by proposing theo­
ries that are too vague to be tested. 

• These problems are critical to resolve in future work on naturalistic 
decision making. 

APPENDIX 

Parallel Naturalistic Efforts 

Because the current major dissidents seem to be best identified by use 
of the word ecology or ecological in the title of their articles or their 
(usually) edited volumes, I present in Figure 12.2 a graph of the ap­
pearance of the root term ECOLOG in the PSYCHOINFO database. 
Below I list some of the areas of research of authors who have used this 
term to describe their work, or who have tried to break with the Wund­
tian tradition. 

Perception 

• Brunswik (1934 fl, (Introduces ecological validity), (1956), . Percep­
tion and the Representative Design of Psychological Experiments 

• Gibson (1979), The Ecological Approach to Visual Perception 

Memory 

• Bartlett (1932), Remembering 
• Neisser (1978), In Practical Aspects of Memory 

Figure 12.2. Results of search of PSYCINFO database on the root "ECOLOG." 
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• Harris and Morris (1984), Everyday Memory: Actions and Absent­
mindedness 

Child Development 

• Barker (1968), Ecological Psychology: Concepts and Methods for 
Studying the Environment of Human Behavior; (1978), Habitats, 
Environments, and Human Behavior 

• Bronfenbrenner (1974), Ecology of Human Development 
• Pence (1988), Ecological Research with Children and Families 
• Vygotsky (1978), Mind in Society 
• Wertsch (1985), Vygotsky and the Social Formation of Mind 

Cognitive Psychology 

• &goff and Lave (1984), Everyday Cognition: Its Development in 
Social Context 

• Poon, Rubin, and Wilson (1989), Everyday Cognition in Adulthood 
and Late Life 

• Chi, Glaser, and Farr (1988), The Nature of Expertise 
• Cooksey et al. (1991), The Ecology of Spelling 

Ethology and Behavioral Biology 

• Lorenz (1966), On Aggression 
• Petrinovich (1989), In Everyday Cognition in Adulthood and Late 

Life 

Judgment and Decision Making 

• Social Judgment Theorists (1955 ff), Hammond, Brehmer, Stewart, 
Doherty, Mumpower, &hrbaugh et al. 

• Klein, Orasanu, & Calderwood (1991), Naturalistic· Decision 
Making 

• Wigton et al. (1990), Teaching Old Dogs New Tricks 

Human Factors 

• Vicente and Rasmussen (in press), Ecological Interface Design 

General 

• Willems and Rausch (1969), Naturalistic Viewpoints in Psychologi­
cal Research 
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Cognition Outside of the Experimental 
Psychology Laboratory* 

David D. Woods 
Cognitive Systems Engineering Laboratory 
The Ohio State University 

J 

to be successful in unlocking the doors concealing nature's secrets, a 
person must have ingenuity. If he does not have the key for the lock, he 
must not hesitate to pick it, to climb in a window, or even kick in a panel. 
If he succeeds, it is more by ingenuity and determination than by meth· 
od. (Hildebrand, 1957, p. 26) 

STUDIES OF COMPLEX BEHAVIORAL SITUATIONS 

I will approach the topic of research methods for the study of human 
decision making and problem solving outside the usual psychology 
laboratory, that is, human cognition as it occurs in its natural setting 
(or situated cognition), in terms of a dichotomy between studying hu­
man cognitiop. in complex, rich, multifaceted settings versus sim­
plified, spartan, single-factor settings. Each setting offers different 
potential for insight into human behavior, and each is subject to differ­
ent kinds of biases or sources of uncertainty.' 

• Research support was provided by the Aerospace Human Factors Research Division 
of the NASA Ames Research Center under Grant NCC2-592. Everett Palmer served as 
technical monitor. I would like to thank the many colleagues who provided many useful 
comments and critiques. There were too many to mention all by name, but I am ex­
tremely fortunate that so many would help so much to improve this work. 

1 This distinction, I hope, focuses attention on constructive debate about research 
methods rather than the destructive debates framed in terms of ecological versus labora· 
tory, applied versus basic or other similar dichotomies (e.g., Banaji & Crowder, 1989). 
Similarly, I hope to avoid a mere sermon on virtues associated with more ecologically 
valid studies. 
228 
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This distinction defines the challenge that I will examine-how 
does one achieve valid, generalizable results when examining complex 
behavioral situations. 

Why Study Cognition Outside the Laboratory? 

Studying human behavior in complex situations is extremely difficult. 
So a dominant tactic people use to manage complexity in this as is in 
other difficult tasks is to bound the situation under consideration by 
focusing on one isolated aspect, cut off from the simultaneous function 
of other aspects with which it is normally integrated (Bartlett, 1932). 
Thus, in this spartan or austere approach, one might address only a 
single time slice of a dynamic process, or only a subset of the intercon­
nections between parts of a highly coupled world. The strategy is to 
understand one variable or one subprocess at a time and then to con­
sider how to put the pieces back together again (e.g., tachistoscopic­
based research in perception). 

However, this spartan, elemental approach is just one research 
strategy, which has limits. It is not clear with the spartan strategy 
whether the relevant aspects of the whole target situation have been 
captured in a test situation that extirpates or paralyzes most aspects of 
the whole. The importance of various parts of the problem-solving 
process may be underestimated, for example, "predecisional processes" 
(e.g., Friedman, Howell, & Jensen, 1985). Some aspects of problem 
solving may emerge only when more complex situations are examined 
directly. For example, there has been a great deal of research on hu­
man fault diagnosis. However, this work has almost exclusively ad­
dressed static devices with single faults, which is an oversimplification 
of many diagnostic situations where human problem solvers must cope 
with the possibility of multiple failures, misleading signals, interact­
ing disturbances (e.g., Woods, Roth, & Pople, 1987). The assumption of 
a static situation has resulted in the failure to see a critical part of 
dynamic problem solving-the disturbance management cognitive ac­
tivity (Woods, 1988) where managing the process to cope with the 
consequences of faults, that is, disturbances, goes on in parallel with 
and interacts with fault diagnosis. 

Results from previous research (much of it of the spartan variety, 
ironically) also point to the need to investigate more complex behavior­
al situations. If thinking is a skill, as the Bartlett/Craik tradition in 
information processing holds, then we can study it in those who pos­
sess the skill. If skilled thinking is grounded in particular contexts 
(fields of knowledge-in-use), then the phenomenon of interest exists to 
be studied in the exercise of the skill in these contexts. If, as a broad 
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assessment of studies of judgment and decision making indicates (e.g., 
Hogarth, 1986), strategies for judgment and choice are task­
contingent, then we need to understand the role of that context, in 
information-processing strategies, rather than always eliminate it 
from the task as in the spartan strategy. 

These examples show the danger of falling into the psychologist's 
fallacy described by William James (1890), where the psychologist's 
reality is confused with the psychological reality of the human practi­
tioner in his or her problem-solving world. One cannot simply as�ume 
that the experimenter's representation of the task is the same as the 
participant's representation (Cole & Scribner, 1974; Hutchins, 1980; 
Lave, 1988). The burden is on the experimenter (of either the spartan ' 
or complex persuasion) to determine or measure the participant's

'
rep­

resentation of the-task so as to be able to interpret and generalize the 
observed behavioral results. 

In reducing the target behavioral situation to a tractable laboratory 
or desktop world in search of precise results, we run the risk of elim­
inating the critical features of the world that drive behavior. But there 
seems to be an implicit assumption that researchers must suffer this 
risk, because the alternative is to study complex situations directly, 
which means all experimental control or focusing is necessarily aban­
doned. The familiar story of the drunk searching for the lost keys 
where the streetlamp casts light, rather than where the keys were lost, 
points out that both sources of uncertainty need to be overcome for 
effective behavioral science research. This chapter explores some of 
the ways that methodological lamps can be directed at complex behav­
ioral situations. 

Representativeness and the Mapping between 'lest and Target 
Behavioral Situations 

Instead of focusing on the elemental, spartan strategy of throwing 
away complexity to achieve tractability, the appropriate criterion for 
creating tractable study situations is establishing a mapping between 
the test behavioral situation (where one is observing and measuring 
behavior) and the target behavioral situation one wishes to understand 
or generalize to. 

We are often stuck with the appellation real world to distinguish 
research directed at complex settings from more spartan laboratory 
work. However, this terminology obscures the more relevant concept of 
the representativeness of one's experimental situation, that is, the rela­
tionship between the specific situation that is under study with respect 
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to the class of situations that is the target of the study (Brunswik, 
1956; Hammond, 1986). It is this test behavioral situation/target be­
havioral situation relationship that is the critical prerequisite for 
building a generalizable behavioral science research base. This is true 
whether the generalization is from a spartan situation to a complex 
one or from one complex situation to another complex one. 

This point of view has several implications for research methods. 
First, there is the need for a much better understanding of the kinds of 
problems to be solved. To achieve representativeness we need to be able 
to analyze the "formal" characteristics of the situations towards which 
we want to generalize and map those characteristics into specific fea­
tures of the test situation where we will actually observe and measure 
behavior. "Witliout a theory of task systems, however, it is impossible 
to know how to apply or to generalize the results of any given study" 
(Hammond, 1988, p. 3; cf. also Hogarth, 1986). For example, research 
results on one-shot decisions (a test situation frequently used in the 
laboratory) are of limited relevance for dynamic situations where in­
formation comes in over time and the problem solver must also decide 
when to act (e . .  g, Kleinmuntz & Thomas, 1987; Woods, Roth, & Pople, 
1987). However, the optional-stopping decision problem does capture 
some of the characteristics of dynamically evolving situations and · 
therefore can provide results transportable to other situations that 
possess these characteristics (Schwartz & Howell, 1985). 

When one studies complex behavioral situations, the multifaceted 
nature of the setting creates the methodological and theoretical prob­
lem of deciding what counts as effective stimuli out of the total array. 
Note how this is analogous to the development of the area of ecological 
perception, in contrast to the "minimalist" research strategy in pero;.ep­
tion, where the commitment to studying more complex perceptual situ­
ations led to the need for a better understanding of the stimulus 
world-ecological physics. The effective stimuli in a multifaceted situ­
ation can be characterized, and the means is a semantic and pragmatic 
analysis of environment-cognitive agent relationships with respect to 
the goals/resources of the agent and the demands/constraints in the 
environment. For example, Bartlett (1932, p. 4) comments: 

We may consider the old and familiar illustration of the landscape 
artist, the naturalist and the geologist who walk in the country together. 
The one is said to notice and recall beauty of scenery, the other details of 
flora and fauna, and the third the formations of soils and rocks. In this 
case, no doubt, the stimuli being selected in each instance from what is 
present, are different for each observer, and obviously the records made 
in recall are different also. Nevertheless, the different reactions have a 
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uniformity of determination, and in each case spring from established . 
inter�sts. 

This type of model of the characteristics of the setting relative to a 
practitioner's interests is what the person-machine system community 
tends to call the cognitive task analysis or cognitive work analysis 
(Rasmussen, 1986; Woods, 1988; Mitchell & Miller, 1986), and it is 
critical for characterizing the demands of problem-solving worlds �e.g., 
Roth & Woods, 1989). 

In addition, the concept of representativeness points to more 
perception-like research programs where' discovery of phenomena and 
demonstration of control of phenomena is the primary goal, rather 
than hypothesis testing per se. This style of research is oriented to 
characterize phenomena, to explore the factors that produce and modi­
fy phenomena, and to develop models that may capture the underlying 
psychological mechanisms. 

PROCESS-TRACING METHODOLOGIES 

This part of the chapter addresses various techniques that have been 
used to study complex behavioral situations. This section necessarily 
covers broad categories of techniques because of the extreme diversity 
of methods used, and because virtually every new, major "naturalistic" 
study includes some methodological innovation. However, the main 
focus of the discussion here will be protocol analysis or process-tracing 
methods. Another class of techniques has been developed for measur­
ing the organization of knowledge possessedDy an individual, especial­
ly expert practitioners in some domain. These techniques use classifi­
cation and scaling methods derived from theory and research on 
semantic memory and concept formation to assess the kinds of catego­
ri'es by which the practitioner parses the domain and the relationships 
between these categories (e.g., semantic networks). To begin to exam­
ine these techniques in more detail see Chi, Feltovich, and Glaser 
(1981) and Cooke and McDonald (1987), as well as the work based on 
the classic deGroot memory paradigm. 

The term protocol analysis has been used in a variety of ways, creat­
ing some confusion. I prefer to use the label process-tracing meth­
odologies, which is more descriptive of the basic character of a wide 
varIety of techniques (e.g., Ford et aI., 1989). The goal in these methods 
is to map out how the incident unfolded including. available cues, those 
cues actually noted by participants, and participants' interpretation in 
both the immediate and in the larger institutional and professional 
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contexts. This is called a process-tracing or protocol analysis method 
-because it focuses on how a given outcome came about.2 

The specific techniques within this family are all oriented towards 
externalizing internal processes or producing external signs that sup­
port inferences about internal workings. To this end there are innumer­
able techniques and variants that have been used and that will be 
invented for tomorrow's study (Kato, 1986). One common technique is 
to transform the target behavioral situation into one that requires 
cooperation between two people (for examples, see Miyake, 1986; Such­
man, 1987). This manipulation generates protocols based on verbal 
behavior that occur as part of the natural task behavior, rather than 
having participants produce concurrent verbal reports as an additional 
task. Note how the choice of manipulation in the test situation­
change the task to a cooperative one versus ask for concurrent verbal 
reports-represents a tradeoff in sources of uncertainty about how the 
externalized cues relate to internal processes. 

Another technique has been called withheld information (cf., as ex­
amples, Duncan, 1981; Johnson, Payne & Bettman, 1988). This tech­
nique is designed to externalize data acquisition and monitoring be­
havior during a problem-solving episode. Rather than having the 
entire set of data or data channels available in parallel for the study 
participant to examine, the experimenter withholds state information 
until the problem solver explicitly requests a specific datum. This al­
lows the experimenter to watch the evolving process of data search to 
characterize the state of the underlying process (variable x is not be­
having as expected), what knowledge is activated based on each obser­
vation (e.g., generating an hypothesis which might account for ob­
served anamolous behavior in a device), which in turn directS new 
explorations of the data field (Woods, Roth, & Pople, 1987). Thus, this 
technique is particularly suited for making portions of the perceptual 
cycle more observable. However, the manipulation which produces ob­
servable signs of internal cognitive processing also .produces a mis­
match between the test behavioral situation and the target situation, 
and a source of uncertainty in data interpretation. In this case, the 
withheld information technique is not capable of supporting insight 
into processes associated with data-driven monitoring for new events 
and changes in the state of the underlying device, ·and the role of 
physically parallel data representations in those processes. 

Note how there is a tradeoff where techniques that help externalize 

2 The increasing interest in including process as well as outcome in studies of human 
decision making can be seen in the formation of the European Group for Process Tracing 
Studies of Decision Making; cf. Montgomery and Svenson (1989a). 
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and make observable internal processes also can introduce distortions 
that red lice th·e accuracy of the mapping between test and target be­
havioral situations. Basically, there are two challenges to validity that 
the investigator attempts to cope with in the design of a process­
tracing study (Russo, Johnson, & Stephens, 1989): (a) does the assess­
ment technique change the primary processes that are the target of 
study (and how does it change those), and (b) to what degree do the 
data accurately reflect the underlying cognitive activities minimizing 
omission of important aspects, intrusions of irrelevant features, or 
distortions of the actual processes (and what checks Oll these sources of 
invalidity are included in the design)? 

Verbal Reports 

Process-tracing techniques primarily use data from verbal reports or 
from records of problem-solver behavior to build protocols that de­
scribe the sequence of information flow and knowledge activation. In 
addition, process-tracing techniques can be used to address critical 
incidents that have already occurred in retrospective analyses. 

One type of process tracing is based on data derived from verbal 
reports made by study participants about their own process of solving 
the problem posed. This is not to be confused with verbal behavior,. that 
is, task-related behavior that happens to be verbal, such as verbal 
communication in multiperson situations. 

The debate about the validity of verbal data or about the importance 
of unverbalizable components of performance is large and ongoing (cf., 
e.g., Nisbett & Wilson, 1977; Ericsson & Simon, 1980; Berry & Broad­
bent, 1984). Verbal reports are just another kind of data which can be 
interpreted to provide insight and are subject to a number of dangers 
(e.g., Bainbridge, 1979; Praetorius & Duncan, 1988; Russo et aI., 1989). 
Overall, there is agreement that it is critical to avoid and guard 
against verbal reports as introspections where the study participants 
analyze their own processes or behavior. 

Techniques for verbalization include: 

• Thinking-aloud protocols, where participants are instructed to 
think aloud as they work on the problem, that is, externalize the 
contents of working memory in the Ericsson and Simon view (cf. 
Russo et aI., 1989). 

• Retrospective verbal reports where participants solve the problems 
posed and afterwards provide a commentary about what they were 
thinking about at various points, for example, debriefing sessions 
(cf. Fidler, 1983). 

• 
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• Cued retrospective verbal reports where participants comment af­
ter the problem-solving session but where the verbal report is cued 
to a record of their behavior during the case, for example, videotape 
(cf. Leplat & Hoc, 1981; Hoc & Leplat, 1983). 

Behavioral Protocols 

This technique has been developed in the context of domains where 
there is some underlying engineered or physiological process (e.g., 
Hollnagel, Pederson, & Rasmussen, 1981; Woods, O'Brien, & Hanes, 
1987; Johnson, Zualkeman, & Garber, 1987). The human role is to 
manage that process in the face of disturbances produced by faults 
(domains where this occurs include aircraft flightdecks, managing 
space missions, nuclear power plant control rooms, air traffic control, 
managing patient physiology during surgery). 

Rather than focus exclusively on participant verbalizations, behav­
ioral protocols are built from a variety of data sources about the be­
havior of the people in relation to changes in the underlying process 
over time. Data sources include (a) direct observation of participant 
behavior, (b) traces of data acquisition sequences, (c) traces of actions 
taken on the underlying process, (d) records of the dynamic behavior of 
critical process variables, (e) records of verbal communication among 
team members or via formal communication media, (f) verbal reports 
made following the performance, and (g) commentaries on their be­
havior made by other domain knowledgeable observers. Data from all 
of these sources are correlated and combined to produce a record of 
participant data acquisition, situation assessment, knowledge activa­
tion, expectations, intentions, and actions as the case unfolds over time 
(cf. Woods, O'Brien, & Hanes, 1987, for several examples from ·simu­
lated and actual nuclear power incidents). Note how different types of 
verbal behavior and verbal reports may contribute to the available 
lines of evidence. In behavioral protocol analysis the experimenter 
actively cross references the different lines of evidence in order to 
establish a trace of participant behavior and cognitive activities. This 
cross-checking and integration can help support the validity of the 
data with respect to participant cognitive activities at some level of 
analysis. 

Typically, a major activity in behavioral protocols (as in any protocol 
analysis) is using knowledge of the domain to fill in gaps between 
observables. The raw data records may establish what a person did and 
in what context (what actions and signals had preceeded it, what did 
the team say to each other before the action was taken, etc.); however, 
these observables do not directly establish the person's intentions or 
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situation assessment. But in fact one can establish what these are 
likely to be in most cases for behavioral situations where the human 
role is supervisory control (Rubin, Jones, & Mitchell, 1988). This is 
because there is usually only one interpretation or very few possible 
alternatives, given domain knowledge and the assumption of limited 
rationality; that is, human behavior is assumed to be the result of 
limits on rationality-people behave reasonably given their knowl­
edge, their objectives, their point of view, limited resources (e.g., time 
or workload), the demands of the situation (Reason & Mycielska, 1982; 
Rasmussen, 1986; Woods & Roth, 1988). The assumption of limited 
rationality is used to understand human behavior from the point of 
view of the person in the situation rather than from the point of view of 
an omniscient observer, in order to reduce difficulties caused by 
hindsight bias, including the psychologist's fallacy. This is a funda­
mental objective of a process-tracing analysis-to lay out the problem­
solving episode from the point of view of the people in the problem. 
The methodological tactics are selected or created to understand and 
represent the point of view of practitioners in the problem (either the 
specific people in a specific incident or the general view of the practi­
tioner population). 

The basic target to be achieved in a behavioral protocol analysis is 
tracing/understanding the evolution of the state of the underlying 
process or device in parallel with the human agents' state of under­
standing (situation assessment), intentions, and activities in manag­
ing the process. This means understanding discourse and action, data 
gathering, and situation assessment in relation to an external 
device/process-the referent world-which is itself changing both as a 
function of new events (e.g., faults) and corrective actions. It also in­
cludes understanding how changes in the referent domain activate 
new knowledge and trigger/shift lines of reasoning in the agents man­
aging the process. Of course, signals can be missed or misinterpreted, 
knowledge can i:>e buggy, relevant knowledge may not be activated, all 
of which can lead to mismatches between the agents' perception of the 
situation and the actual state of affairs and to erroneous actions 
(Woods, Roth, & Pople, 1987). Identifying these mismatches, and the 
circumstances that led to them, is the goal of a successful behavioral 
protocol analysis. 

One useful technique to support behavioral protocol analysis is to 
U;e domain experts other than the study participants to observe epi­
sodes or review data records to help establish the participant's inten­
tions and interpretations. This domain knowledge functions as a back­
ground for interpreting the behavior of study participants and may 
need to be captured more completely and formally as a cognitive task 

• 



Process�Tracing Methods 237 

and work analysis (this may be a prerequisite for being able to build 
behavioral protocols). Mitchell and her colleagues (Rubin et aI., 1988) 
have taken the next step and used the results of a coguitive task 
analysis as the knowledge base for a cognitive simulation that can fill 
in or delimit the intentions that would account for observable practi­
tioner behaviors as an incident unfolds. 

Retrospective Analyses of Critical Incidents 

Retrospective analyses refer to cases where the incident ofinterest has 
already occurred (i.e., the classic critical incident technique in human 
factors). However, some data are available about the incident itself­
one can review flight recorder transcripts, interview the participants 
in the incident after the fact, explore the context prior to the incident. 
This type of study is particularly important in investigations of hu­
man error in rarely occurring but very high-consequence situations 
where it is difficult to create the situation of interest (cf. Pew, Miller, 
& Feehrer, 1981; Woods, O'Brien, & Hanes, 1987; Klein, 1989b, for 
examples of retrospective analyses of human problem solving). A 
broad assessment of the methodological status and challenges of retro­
spective analyses of decision making is needed, but I will be content to 
sketch out some of the important issues here. 

The assumption of limited rationality is important in applying a 
process-tracing method to past incidents. The participant's reports and 
other data records specify a sequence of activities. Clearly definable 
events, such as specific observations and actions, are used as starting 
points. The investigators use the participant's reports and the knowl­
edge of other domain experts to interpolate the kinds of knowledge 
activated and utilized that would make this sequence of cues and ac­
tions rational from the point of view of limited cognitive agents. In 
other words, one reconstructs the mental dynamics by determining the 
answers to such questions as-what did this sigual indicate to the 
problem solver about process state? Given a particular action, in what 
perceived process state or context is this action reasonable? Errors are 
seen as the result of limited rationality-the people involved in the 
incident are doing reasonable things, given their knowledge, their ob­
jectives, their point of view and limited resources, for example, time or 
workload (Reason . & Mycielska, 1982; Woods & Roth, 1988). Recon­
structing a trace of the problem-solving process can identify points 
where limited knowledge and processing led to actions that are clearly 
erroneous from hindsight. 

In the end, any reconstruction is a fictional story-it may have 
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happened "as if . . .  " A critical factor is identifying and resolving all 
anomalies in a potential interpretation. We have more confidence in, 
or are more willing to pretend that, the story may in fact have some 
relation to reality if all currently known data about the sequenye of 
events and background are coherently accounted for by the reconstruc­
tion. However, any reconstruction is tentative, for a later investigator 
may turn up more evidence that creates anomalies in previous recon­
structions and motivates the creation of a new or modified account. 

There are a number of major outstanding questions about how to do 
this type of critical incident study so that meaningful interpr�table 
results are generated and not just anecdotes (cf. Klein, 1989b, on the 
alternative interpretations of the psychological implications of the 
Vinncennes incident). For example, for retrospective studies to be 
meaningful, should the investigative team personally interview par­
ticipants in the incident and related domain personnel, or can the 
analysis be carried out based on second-hand reports? When? Are there 
ways to do retrospective analyses of decision making that support con­
structive debate about alternative interpretations rather than ad hoc 
assertions (e.g., when is it meaningful to conclude that an incident 
contains an example of people committing ·a decision bias or some 
category of human error)? 

FIELD OBSERVATION 

Another source of techniques for the study of human cognition outside 
the laboratory is the tradition of field studies in industrial settings 
(primarily European; see De Keyser, 1990, for an excellent critical 
review) and of anthropological field research (e.g., Suchman, 1987; 
Lave, 1988; Hutchins, 1980, 1983). 

A field research perspective raises questions about the relationship 
of the investigator to the domain of interest and the domain practi­
tioners. Do you have to "go native" or "become an expert yourself" in 
order to do meaningful complex world research (Hutchins, 1980)? Does 
the researcher require a domain:knowledgeable guide or informant (a 
Virgil to guide the researcher cum Dante through the seven circles of 
naturalistic research hell) to help penetrate the surface veil of the 
domain and identify the deeper structure (e.g., Cook & Woods, 1990)? 

Meaningful investigations of complex behavioral situations where 
the domain practitioner's performance and skill is the focus of the 
study will require a significant amount of personal knowledge acquisi­
tion and experience with the domain, and especially with the role and 
point of view of the practitioners within the domain. Some of this 
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domain appreciation can be provided by domain-knowledgeable 
guides; for example, the earlier discussion of behavioral protocol anal­
ysis mentioned several ways that other practitioners can be harnessed 
to help in data collection and analysis. Very frequently, it may be 
critical to formalize this knowledge acquisition through in depth cogni­
tive task analysis (Roth & Woods, 1989). 

While immersion in the domain "culture" is an important contribu­
tor to doing complex world studies, it is not the end itself. The danger 
is that one can be drawn in too deeply and learn only about that 
specific context. In part this is due to referential transparency-what 
one sees with is seldom what one sees (Hutchins, 1980). The investiga­
tor must preserve some distance (while at the same time being inti­
mate with the domain details) in order to be able to see what the 
domain practitioner sees with. 

The field research tradition points out a variety of techniques and 
obstacles in the study of complex behavioral settings (cf. Roberts & 
Rousseau, 1989). For example, one important requirement is to live 
among the "natives" long enough to be confident that you are minimiz­
ing the distortion produced by your presence prior to collecting any 
data. On the other hand, the practitioners in the field are not and 
cannot be treated as "subjects" in a traditional laboratory experiment 
(hence, the use of the moniker study participant in this chapter). Fre­
quently, the reason an investigator has access is to provide practical 
assistance in solving "applied" problems. Providing this assistance is 
the coin of the realm for the time and real cooperation of the 
practitioner. 

Is the Choice Between Rich Field Work and 
Spartan Experiments? 

One possible methodological conclusion for those interested in complex 
behavioral situations is that there is no relationship to spartan experi­
mental psychology laboratory methods. Rather, one should learn, use, 
and advance the techniques worked out for anthropological field re­
search in order to do a "cognitive anthropology" of work cultures 
(Hutchins, 1980). I do not believe that these two approaches exhaust 
our repertoire. I am convinced that there are techniques for examining 
complex settings that fall between descriptive field observation and 
narrow laboratory experimentation. 

Field observation is a valid, meaningful technique that belongs in 
our research repertoire. For example, field observation is necessary to 
establish the mapping between target and test situation, to make deci-
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sions about what manipulations to use in the test situation to make 
observable the phenomenon of interest while preserving - the basic 
character of the target situation. Bartlett's (1932) investigations of 
cognition began with observation of everyday activities, which formed 
the basis for experimental studies, which in turn informed further 
observation in the field. 

There are a variety of major problems in field research oriented 
toward understanding human cognition (cf. De Keyser, 1990). One that 
occurs even with good field studies is the gap between data collection 
and interpretation. The problem is that a critical · reader of a field 
study report cannot retrace the study and reinterpret the purported 
conclusions, as one in principle can do with archival reports of tradi­
tional laboratory studies. This is a major issue for complex-world re­
search. There tends to be a great leap from the data collected to inter­
pretative conclusions, with a vast wasteland in between. This forces 
other researchers either to accept or reject the investigator's interpre­
tation rather than criticize, reinterpret, or build on the study. This is 
exacerbated because it is not standard practice of authors or journals to 
include all protocols, at some level of encoding, in the report of a study 
which used a process-tracing method (but cf. lWth, Bennett, & Woods, 
1987, for one exception). Effective methodologies for studying complex 
behavioral situations must support this process of criticism, rein­
terpretation, and follow-ons to produce cumulation, generalization, 
and the growth of knowledge. 

ISSUES IN USING PROCESS-TRACING METHODS 

The driving assumption behind this chapter is that there are research 
methodologies, which fall between the poles of descriptive field obser­
vation techniques, which can investigate complex behavioral settings 
directly, and spartan laboratory research approaches, which are rele­
vant only obliquely to complex settings. In this section I will try to 
outline an approach to process-tracing studies that falls between these 
two poles. 

The Concept-SpecmcityIContext-Independence Tradeoff 

. One technique (Hollnagel et aI., 1981) to deal with the· above gap in 
studies of complex behavioral situations is derived from the idea that 
there is a tradeoff between concept-specificity and context­
independence in analyses of human behavior. The technique Hollnagel 
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et al. proposed is to use a succession of levels of analysis in a process­
tracing study, which begin at a context-dependent, concept­
independent level of analysis. Performance is first analyzed or de­
scribed in the language of the domain/profession: this user, in this 
domain, in this simulated or actual context, in this scenario, did action 
x or made statement y at time z. Analysis at this level-what can be 
called a description of actual performance_is relatively concept free 
but highly context dependent; in other words, it is difficult to general­
ize the results to other users, tasks, or events. 

In the Hollnagel -et al. technique the description of actual perfor­
mance is followed by successive stages of progressively more concept­
dependent, context-independent levels of analysis. The use of a non­
domain-specific concept language based on models of human perfor­
mance allows one to produce a description of behavior that is context 
independent and therefore potentially generalizable to similar situa­
tions in different domain contexts (cf. Montgomery & Svenson, 1989a). 
Since concepts or models form a basis for succeeding levels of analysis, 
they can be called formal performance descriptions. 

Take an example from studies of human error (Reason & Mycielska, 
1982). Imagine a user executing action set Y (an infrequently per­
formed task) who erroneously substitutes actions from set X (a fre­
quently performed and closely related task). The actual performance 
description would state that the user committed an error in maneuver 
Y, executing an action from set X, rather than the correct action from 
the appropriate action set Y. The formal performance description 
would state that a "capture" error had occurred, because the action in 
its domain context meets the criteria for a capture error defined as one 
category of human error. In this example, concepts about human error 
have been used to encode the domain level view of user performance; 
as a result, the data can be combined with, and generalized to, other 
users in other events. However, note that, despite the shift in language 
of description, the result can be seen as data (Le., a description of what 
happened), albeit filtered through a conceptual looking glass. Further­
more, the conceptual dependence that underlies the abstraction can be 
specified explicitly. 

In process-tracing studies of human problem solving and decision 
making the concepts used to move beyond context-dependent descrip­
tions come from human information processing defined very broadly 
(cf. Pew et aI., 1981; Woods, O'Brien, & Hanes, 1987; Roth et aI., 1987; 
Klein, Calderwood, & MacGregor, 1989). In other words, the formal 
description of performance marks a shift from a domain specific lan­
guage to some type of a cognitive language. This shift is often referred 
to as the encoding stage of analysis. It is important to keep in mind 
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that the two descriptions exist as parallel accounts of behavior in the 
episode (trial). 

"Field Experiments" 

One can use the process-tracing approach described above to produce 
behavioral protocols that address cognitive activities in the incidents 
in question. But what is the larger context of the study? Protocol anal­
ysis or process-tracing is just another measurement technique (like 
reaction time measures). What defines studies in a larger sense is the 
psychological topic or concept being investigated. In more descriptive 
research, the psychological topic may be the kind of cognitive situation 
selected or staged for ·investigation. For example, how do people solve 
garden path problems: where this class of problems is defined (i.e., 
problems where there is a highly plausible but in fact erroneous hy­
pothesis), a set of problems that have these defining characteristics is 
identified or created, and results from this investigation can 'be com­
pared critically to other studies on this cognitive topic, independent of 
the domain that generates the specific problem (e.g., Johnson et aI., 
1981). 

Let us pick up again the capture error example discussed a little 
earlier. The details behind the concept of a capture error provide guid­
ance about what kind of situation should be created in order to have 
the opportunity to observe capture errors or investigate underlying 
psychological mechanisms. The concept specifies the critical variables, 
or the effective stimuli, to be measured or controlled-that is, what 
are the aspects of the situation that really matter with respect to the 
behavior of interest. As a result, the domain description of an episode 
can be shifted to a cognitive description in terms of the concept of 
capture error and similar error forms (slips). For example, distractions 
and interruptions may be critical contributors to the occurrence of slip 
errors. Therefore, the test scenarios should include these elements 
(note that an interruption must be defined as a domain-specific event, 
for example, a call from air traffic control timed to occur during the 
execution of a checklist, if the domain is commercial aviation 
flightdecks). Also, a formal description of behavior can be developed in 
terms such as the called-for action sequence, the timing or form of the 
interruption, the action sequence that could take over (the potential 
capture sequence), the participant's behavior folloWing the interrup­
tion (repeating actions, ommitting actions, reorienting behaviors, etc.), 
and the relation between the nominal and the capture action sequences 
(e.g., frequency of occurrence, task criticality, etc.). In this approach, 
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the traditional problems of identifying evaluation criteria and select­
ing test scenarios are mitigated, because the explicit formulation of 
the detailed psychological question to be tested contains a measure of 
successful performance and the essential conditions that must be pro­
duced in any test scenario. 

What is fundamental in a protocol analysis study is the psychologi­
cal question under study. This question guides the construction of test 
scenarios, the raw data to be gathered, and the kind of concepts 
brought to bear to analyze human behavior. Therefore, one can think 
of studies designed in this approach as field experiments-field experi­
ments, based on the use of complex behavioral situations (which could 
be the naturally occurring situation or practitioner behavior in simula­
tions at various levels of fidelity); field experiments, in that the sce­
nario, study participants and conditions of observation are focused in 
on some psychological question.3 Hogarth (1986, p. 445) has remarked 
that the yield of this type of study "depends crucially upon whether the 
investigator adopts an 'experimental framework' in organizing obser­
vations. "  Adopting this experimental framework means conducting 
the study as an empirical confrontation, that is, a process of observa­
tion where doubts can be formulable in order to reappraise beliefs. 

Because of pragmatic limitations on access when one wishes to 
study actual practitioners working with substantive tools and on sub­
stantive problems, coupled with challenges of experimental design, 
field experimentation involves an element of capitalizing on naturally 
occurring opportunities to pursue a cognitive issue. Upon recognizing 
that the opportunity for access is available under conditions that will 
allow some control/focusing, the investigators proceed to shape that 
naturally occurring situation into an experimental investigation. Roth 
et al. (1987) is an example of this occurring. Pragmatic and scale 
limitations may preclude individual studies from including a thorough 
sample over conditions (Hammond, 1986b), but the explicit mapping 
between the test situation being investigated and the psychological 
situations and issues of interest allows for a cumulation of results and 
knowledge across studies. This is critical in order to avoid an endless 
stream of studies with apparently conflicting or nongeneralizable re­
sults (deKeyser, 1990). 

Finally, the idea of studying complex settings directly, through tech-

3 I have adopted the term suggested by Jane Malin of NASA Johnson Space Center­
field experiments or experiments in the field-to describe this type of focused field· 
oriented study. Others have suggested other terms; for example, Gentner and Stevens 
(1983, p. 2) used "designed field observation, in which an artificial domain is constructed 
that has interesting relevance to the real domain under consideration." 
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niques like field experiments, reveals a hidden bias in both the "basic" 
and "applied" psychological communities. It is accepted without quar­
rel that studies of spartan situations will eventually result in funda­
mental concepts, laws, and models of cognitive processing that will 
transfer eventually to real world, applied problems, at least in princi­
ple. Meanwhile, applied researchers, driven by pressing problems re­
lated to people in complex systems, undertake domain specific applied 
research, frequently with few ties to the spartan basic research going 
on in parallel (hence, we have the field of human factors divided up by 
domain boundaries-aviation human factors, nuclear power human 
factors, forensic human factors, etc.). However, there is anothe;: possi­
bility, one that is not accepted as a viable approach by either the basic 
or applied communities. One can study complex worlds directly and 
produce results that add to the generic research base on human cogni­
tion, as well as produce results specific to the complex setting that 
served as the research vehicle. The results will cumulate and be trans­
portable from one complex setting to another with similar "deep struc­
ture," or even to the next problem in the same domain. One can call 
this approach a complementarity assumption on the relation of "basic" 
and "applied" behavioral science research. 

The complementarity assumption maintains that complex settings 
have a du.al interpretation: one as an "applied" or local problem to be 
solved within some temporal and resource horizon, and another as a 
specific behavioral context that is an instance of some classes of be­
havior which can serve as a field laboratory for investigating that 
class of behavior. As a result, there is a natural complementarity be­
tween growing the research base and using the research base to devel­
op pragmatic, though approximate, solutions to ·application problems . 

. One criterion for understanding of a phenomenon requires that the 
scientist demonstrate control of the phenomenon, that is, the ability to 
eliminate or create the phenomenon, to enlarge or diminish the effect. 
If we claim to understand decision making, planning, problem solving, 
etc., then we must be able to demonstrate control of these aspects of 
behavior even in complex "applied" settings. In other words, we must 
be able to improve human performance through a variety of means for 
supporting human problem solving and decision making. Thus, dem­
onstrating fundamental understanding can, at the same time, help 
solve immediate problems such as the impact of new infOrmation tech­
nology on the flightdeck on aviation safety. 

Similarly, the only path to get ahead of the pace of technology 
change and the progression of domain-specific "hot buttons" is to use a 
generic but relevant research base to go beyond technology-specific or 
completely domain-specific descriptions (e.g., Cook & Woods, 1990). 
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This research base has been lacking or remained impoverished because 
of the gulf between basic and applied research. As a result, human 
factors and person-machine system researchers have been reduced to 
chasing a rapidly changing series of locally defined and technology­
driven problems. 

FieJd Experimentation Using Process Tracing 

This section outlines a basic set of steps to be followed in setting up a 
field experiment using the process-tracing methodology. 

Step 1. The critical precursor for all of the steps is to define the 
psychological issue being studied. 

This can be done in several directions, that is, starting with an issue 
and then searching for an accessible situation that is an instance of the 
class to be investigated, or starting with an accessible complex setting 
and defining the class of psychological concepts or models that are 
relevant to that situation. Field observation frequently is an im­
portant activity in this step. 

One typical error in the design of field experiments is to mistake 
superficial labels (e.g., diagnosis, planning) for insight into psycholog­
ical issues. The source of this flaw is a failure to build an adequate 
account of the task demands-a cognitive task or work analysis or a 
cognitive model based in part on field studies. 

Step 2. Develop an explicit mapping between the psychological is­
sue under study and the test situation, for example, how does the 
question under investigation (e.g., garden path problems or the distur­
bance management cognitive task) get translated into characteristics 
of a specific test situation. Note that the test situation has a dual 
interpretation-one, in terms of domain-specific features and events, 
and a second in terms of a cognitive or behavioral language, that is, a 
behavioral situation that possesses certain characteristics. 

The design of the study as an experiment occurs at this stage. The 
experimenter takes steps to ensure that the data of interest will be in 
the protocols to be collected. To accomplish this, it also helps to define 
the protocol building process, that is, the raw data collection step, so 
that the investigators will be in a position to extract the data of inter­
est from the raw protocols. The experimenter develops the study as a 
field experiment, primarily through manipulation of the set of sce­
narios and the detailed features of individual scenarios in relation to 
the psychological questions of interest. For example, Roth et al. (1987) 
developed a set of scenarios where the goal was to challenge straight­
forward fault diagnosis in order to learn about some issues in human-
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intelligent computer cooperation. As a result, the problem set was 
selected to include cases with various kinds of complicating factors 
such as miscommunications, impasses, bugs in the knowledge base, 
and multiple faults. 

At this stage the experimenter should develop the tactics to cope 
with the challenges to validity in process-tracing studies-tactics for 
generating observable data that will support inferences about the psy­
chological topic of interest. How do the assessment techniques change 
the primary processes that are the target of study" and how can I 
eliminate, counterbalance, or estimate the effects of these changes? 
How can I minimize or place checks on omission of important aspects, 
intrusions of irrelevant features, or distortions of the actual processes 
in the data collection and analysis process? Consider a simple example 
of the tradeoffs the experimenter faces. In dynamic fault management 
situations the portions of a scenario that are of greatest interest are 
almost always high operator demand periods where any s�condary 
task can interfere or interact with the primary task. Often in studying 
this type of situation the experimenter wants to understand how the 
problem solver copes with high workload. A thinking-aloud technique 
is not suited to these circumstances, as it constitutes a secondary task 
that may interfere with the phenomenon under study or that may be 
shed at exactly the time when the experimenter wants to focus his or 
her data collection efforts. 

Step 2 is also important in avoiding the psychologist's fallacy. As 
mentioned earlier, one is not justified in assuming that the experi­
menter's representation of the problem is the same as the study par­
ticipant's representation; that is, the problem representation is not 
inherent or given in the problem statement outside any larger context. 
The experimenter has the burden to include some manipulation or 
check that provides evidence about the participant's problem represen­
tation. For example, Maule (1989) combined a classic laboratory tech­
nique with protocol analysis to investigate the role of decision frames 
in choice problems. One of the advantages of process-tracing methodol­
ogy is that the investigator directly focuses on determining the partici­
pant's representation of the problem. 

A typical danger at this stage (besides failing to build any mapping I 
between test and target behavioral situations) occurs in studies that 
use an experimenter-designed microworld as the test situation. The 
microworld may be related to the target situation, but only at a surface 
level, for example, cloaking the microworid in the language of the 
target situation, which masks the absence of any' deeper relationship 
based on a cognitive model or task analysis (cf. Cook & Woods, 1990). 

Step 3. Collect data; that is, run the study participants in the test 
scenarios . 
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Step 4. Construct a domain specific protocol from the raw data 
records for each episode (trial). 

Process-tracing studies generate a very large amount of raw data. 
One frequent source of failure in studies of complex worlds is getting 
lost in the details of overwhelming amounts of raw data. A critical 
pragmatic issue is efficiency in processing of the raw data. Using the 
knowledge of the issues being investigated, and the encoding approach 
to be used in step 5 to focus the collection and handling of raw data, 
can greatly increase the efficiency of the process (Woods, O'Brien, & 
Hanes, 1987). However, note that, in this filtering process, one should 
not lose the base raw data, in part because interesting behaviors and 
findings that were not anticipated in detail in advance almost always 
occur in studies of complex settings. 

Step 5. Construct a formal, cognitive, or psychological protocol for 
each episode. 

The cognitive encoding of the description of actual performance is 
the critical step in producing general, transportable results. Note that, 
frequently, there should be several layers of these protocols. One can 
see this first layer as a translation or transformation of the raw do­
main data into a cognitive language. Successive levels of analysis can 
attempt to get more leverage through stronger conceptual dependen­
cies. In this process it is critical to be able to separate uncertainties 
regarding what occurred from debates on interpretations about what 
the observed behavior means relative to some psychological issue. 

Another issue in human performance studies that use process­
tracing concerns the reporting of data. Process-tradng studies, like 
other studies, should be reported in a way that supports a critical 
reading. One limit on complex world studies is that other researchers 
need to understand the domain in detail in order to be able to examine 
the study critically. Obviously, reporting lengthy process tracings also 
presents difficulties. The cognitive description, or at least a sche­
matized version that minimizes the need for extensive domain back­
ground knowledge, should be required for archival publication. See the 
protocols as published in Roth et al. (1987) for an example of the entire 
technique described here, especially as an example of cognitive, do­
main independent protocols. 

A typical failure in studies of complex worlds is to get lost in the 
language of the domain, that is, to fail to move from a domain descrip­
tion of behavior to a psychological description. This is due often to a 
failure to specify the mapping between the test situation and the tar­
get situation of interest. 

Another difficulty comes from the danger of excessive microencod­
ings of participant information processing. The fundamental point of a 
protocol analysis is to specify the process an individual (or a team) 
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used to solve a particular problem, for example, to extract their strat­
egies. The investigator's first responsibility is to be able to report these 
strategies. These strategies are the critical unit of analysis on which 
other aggregations and analyses of data are based. 

Finally, there is always the danger of the hindsight bias. As was 
mentioned earlier, the point of a process-tracing method is to establish 
how the incident unfolded from the point of view of the person in the 
problem. 

Step 6. Analysis across protocols with respect to psychological ques­
tions of interest. 

One way to assess the protocols is to generate measures of the 
problem-solving process by relating behavior against a background 
frame as a model of the task. 

. 

This can be done in a variety of ways. One is to build a problem 
space for each test scenario that captures the set of trajectories along 
which the incident may evolve from the point of view of the person in 
the situation, at each point in the evolving incident. This includes 
mapping the cues potentially available, their interpretation in context, 
the knowledge relevant to characterize the underlying problem state, 
the potentially relevant goals, and the set of plausible actions. This is 
built through a cognitive task analysis of the domain. For efficiency 
purposes this should be done prior to data collection and used during 
Step 3 as an aid to generate efficiently both the raw and the first-level 
encoded protocols.-

Another is building a cognitive simulation as an explicit model to 
account for the observed behavior (Newell & Simon, 1972). The con­
cepts at the formal level of description can be as strong as a cognitive 
model for the class of situations investigated. Expressing this model as 
a runnable symbolic-processing simulation allows one to test the abili­
ty of the concepts captured in the simulation to account for the ob­
served behavior. When the cognitive simulation produces the saine 
behavior as the human study participants, the model becomes a candi­
date hypothesis about the underlying cognitive activities or strategies 
people use in that situation (e.g., Woods, Roth, & Pople, 1987). Further­
more, the formalization required to produce a cognitive simulation 
introduces increased rigor into the interpretation of the protocol 
results. 

In effect, the problem space and cognitive simulation techniques are 
ways that one uses psychological concepts and models as a language 
for the formal layers of analysis. In addition, the problem space and 
cognitive simulation techniques can be used as computer aids for pro­
tocol analysis (e.g., Kowalski & VanLehn, 1988; there is also work to 
develop concept-neutral computer aids that support more efficient en­
coding and manipulation of protocol data) . 
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Another type of background frame for interpreting participant be­
havior comes from what other domain practitioners see as plausible 
activities. A basic defining characteristic of human information pro­
cessing is that the immediate problem-solving context biases the prob­
lem solver. In naturally occurring problems, the context in which the 
incident occurs, and the way the incident evolves, activate certain 
kinds of knowledge as relevant to the evolving situation, which affects 
how new incoming information is interpreted. The investigator can 
gain insight into the observed behavior by comparing it to how other 
domain practitioners would interpret the situation. In one technique 
the investigator presents the evidence available at one point in the 
evolving incident to observers who have not undergone the incident 
evolution. This "neutral" observer then makes a judgment or interpre­
tation about the state of the world, relevant possible future trajecto­
ries, and relevant courses of action. The question is whether the path 
taken by the actual problem solver is one that is plausible to the neu­
tral observers (i.e., they entertain that path as a serious candidate). 

Special issues of interpretation of behavior arise when the focus of 
the study includes human error. The main problem is definitional­
there are various positions about how to define errors including both 
domain standards and psychological taxonomies (cf., e.g., Reason, 
1990). 

Special issues also arise with respect to tools for problem solving. 
Spartan research related to problem solving strips the participants of 
any tools. Yet in almost all naturally occurring situations people de­
vise, adapt, or utilize tools to assist in accomplishing goals or reducing 
effort. Understanding how people adapt or create tools may be an 
important approach to a better understanding of human problem solv­
ing. Studying human performance with significant tools adds another 
set of factors to an already multifaceted stimulus situation (cf. 
Hutchins, 1989, and Cook et aI., 1990, for examples of such studies; cf. 
Woods, O'Brien, & Hanes, 1987, for some of the methodological chal­
lenges in studying tool use). What role does the tool play in practi­
tioner cognitive activities (e.g., does it function as an external memo­
ry)? How are practitioner strategies changed when the tools available 
change? In this case the difficulty is that questions about the cognitive 
role of problem-solving support systems and tools are framed too easily 
in terms of the technologies from which the systems are built (e.g., 
should I use tiled or overlapping windows?). But again we are led to the 
challenge of developing a cognitive language of description, not only 
independent of the domain language (Le., the language of the complex 
setting itself), but also independent of the languages of tool creation 
(Woods & Roth, 1988). 

Another challenge for process-tracing methods is describing ac-
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tivities involving distributed cognition (Hutchins, 1989), where the 
cognitive activities in monitoring, situation assessment, and corrective 
actions are distributed over several people. With the introduction of 
intelligent machine agents into systems, cognitive activities 'become 
distributed over people and machines (Woods & Roth, 1988). 

DISCOVERY OR VERIFICATION? 

Destructive debates arise from claims that one methodological strat­
egy or another has priviledged access to fundamental results. The 
contrast between spartan laboratory situations and complex behavior­
al settings was used as a vehicle to point out the underutilization' of 
direct investigations of complex settings. Convergence between stud­
ies of simple and complex behavioral situations is important-there is 
a tradeoff, with sources of uncertainty and error on both sides (Bar­
tlett, 1932; Hogarth, 1986). 

One strategy may be more appropriate for hypothesis generation or 
discovery as opposed to hypothesis testing or verification, especially in 
immature research areas such as person-machine interaction. For ex­
ample, studying complex settings can help to focus spartan lab re­
search in more productive directions; spartan lab research results can 
guide new ways to look at and parse complex settings (Bartlett, 1932, 
saw this as the proper relationship between behavioral science re­
search directed at spartan and complex settings). One research prob­
lem is revealing the basic phenomena, given the richness of the phe­
nomenal world-seeing beyond the "blooming, buzzing confusion." ' 
Before we can say what hypothesis accounts for some observed effect, 
we need to characterize what are the observed effects, especially in 
terms that are not test situation, tool, or domain specific. We need to 
develop new ways of seeing in these rich situations-rich in the knowl­
edge of the participants, rich in the diversity of strategies by which 
one can achieve satisfactory performance, rich in the tools available to 
assist human performance. In many areas the current need is to gener­
ate meaningful, fruitful hypotheses that eventually may be testable 
under more targeted circumstances. 

In a theory-testing approach to behavioral science research, the ob­
jective is to support the current model and extend it to

' 
new 

tasks/variables. The critical constraint in developing the experimental 
task is tractability within the theoretical paradigm. The emphasis on 
the mapping between target and test behavioral situations points to 
another valid research strategy-one that is task driven where a cog­
nitive analysis of the task demands guides the specification of mean-

J 
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ingful test situations and relevant psychological models and concepts 
(e.g., Sorkin & Woods, 1985; Kleinmuntz & Thomas, 1987). The cogni­
tive analysis then guides how the pieces (existing data models or new 
results) are put back together to form a coherent picture of human 
behavior in that class of situations. In the task-driven strategy, there is 
a natural complementarity between growing the research base and 
using the research base to develop pragmatic, though approximate, 
solutions to application problems. 

SUMMARY 

Research on problem solving in more complex situations, where signif­
icant tools are available to support the human and where experienced 
domain knowledgeable people are the appropriate study participants, 
requires a shift in research methodology from typical laboratory stud­
ies. This does not mean that rigor or control or generalizability or 
theory must be sacrificed. Rather it means using a wide set of research 
tools to converge on an understanding of the phenomenon in question. 

The analyst's task is no more difficult in the field setting than in the 
laboratory. The impression that this cannot be so rests primarily on 
unjustified assumptions regarding the extent to which the behavior of 
subjects in experimental settings is directly revealing of cognitive pro­
cesses. Whether the setting is experimental or natural, the investigator 
must be able to make and support assertions about the representation of 
the task that the subject brings to the task. The laboratory setting has its 
advantages, but so has a more naturalistic environment. (E. Hutchins, 
1980, p. 125) 

KEY POINTS 

• It is not necessary to impose a spartan research methodology to 
achieve tractability in studying complex behaviors. 

• Whether data are collected from laboratory or field studies, the 
concern should be representativeness and the mapping between test 
situations where one is observing behavior and target situations 
which one wishes to understand. 

• One methodology available to study complex behavioral situations 
is process tracing (or protocol analysis). 

• There , are numerous types of process-tracing methodologies that 
can be imposed on various field study designs to yield reliable and 
generalizable results. 
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Chapter 1 4  

A Comment o n  Applying Experimental 
Findings Of Cognitive Biases 
To Naturalistic Environments* 

Jay J. J. Christensen-Szalanski 
Department of Management and Organizations 
the Center for Health Services Research 
University of Iowa 

Throughout this book authors cite the need to study decision making in 
naturalistic environments. Nonetheless, data from laboratory-based 
experiments will continue to be published. Hammond (this volume) 
has already discussed the necessity to use experimental tasks that are 
generalizable to naturalistic tasks. This chapter outlines additional 
concepts that researchers and practitioners can use to apply appropri­
ately these experimental data to naturalistic decision making. 

SEPARATING COGNITIVE PROCESSES FROM 
DECISION OUTCOMES 

Costs/Benefit Constraints in Naturalistic Decision Making 

One of the hindrances to effective applications of experimental results 
in decision making that is shared by many disciplines is the failure to 
maintain the distinction between statistical significance and mean: 
ingfulness. In the decision-making literature, this important distinc::­
tion is often further blurred by experimenters mistakenly equating 
cognitive processes with decision outcomes. 

*Work for this project was partly funded by a grant fr9m the University House 
Summer fellowship program at the University of Iowa. 
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Much of the experimental work in decision making has focused on 
providing information about cognitive processes, that is, the mental 
processes associated with acquiring and applying knowledge 
(Brehmer, 1984). At the same time there has been little inquiry into 
the effects of different cognitive processes on the outcomes that result 
from a decision (Brehmer, 1984; Christensen-Szalanski, 1986). For ex­
ample, while researchers have a good understanding about how people 
purchasing cars will use information presented to them (the cognitive 
process), researchers lack knowledge about how or whether people's 
satisfaction with a purchased car (an outcome) changes with different 
methods of processing the information to select a car. If different 
methods of processing the information result in buyers being equally 
satisfied with the car purchased, then, with respect to the outcome 
satisfaction, all the processes are equally good. 

Consider the decision-making literature on cognitive biases (Ka­
hneman, Slovic, & Tversky, 1982). This compilation of biased processes 
suggests that unaided decision outcomes may be compromised. While 
it identifies the need for practitioners to examine the merits of correc­
tive interventions, it does not establish that such interventions should 
be carried out. The existence of a biased process may not merit 
correction. 

Corrective interventions and changes in support systems require 
resources. For a practitioner to rectify a biased process, or for a deci­
sion support designer to alter the support system to compensate for the 
bias, invariably requires the investment of time, energy, and or money. 
To justify the expenditure of these costs, the practitioner or support 
designer needs to be confident that these costs will be exceeded by the 
benefits resulting from correcting the biased cognitive process. 

While one would hope that the correction of a biased cognitive pro­
cess would meaningfully improve the outcomes that result from a deci­
sion, such is not always the case in the natural environment 
(Christensen-Szalanski, 1986; Funder, 1987). The complexity of the 
natural environment as described in Chapter 1 of this volume can be 
very forgiving of biased processes. Sometimes this complexity results 
in the decision maker being exposed to a large amount of redundant 
information that does not have to be used efficiently (Einhorn, Klein­
muntz, & Kleinmuntz, 1979). For example, consider the redundancy of 
information on letters that are mailed. In the United States, people 
sending mail typically write on the envelope information about the 
receiver's street address, city, and state. They also write the receiver's 
nine-digit zip code, which conveys the same information. Because of 
this redundancy, it is not necessary that the mail sorter efficiently 
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process all of the information in order to deliver the mail to the correct 
address. 

The complexity of the natural environment can also generate forces 
external to the decision maker that can "wash out" the negative out­
comes of the decision maker's biased processes. Consider the case of , 
physicians processing probabilistic information. In a recent study of 
physicians estimating the risks associated with circumcising newborn 
sons, Christensen-Szalanski, Boyce, Hevrill, and Gardner (t987) ob­
served that physicians overestimated rare risks and underestimated 
common risks. When researchers previously identified. this type of bias 
in a laboratory setting, they concluded

· 
that it needed to corrected 

(Christensen-Szalanski, Beck, Christensen-Szalanski, & Koepsell, 
1983; Manu, Runge, & Lee, 1984). Such an action would make sense if 
physicians solely determined the type of care given newborns, but in 
the natural environment physicians do not work in isolation. In this 
particular setting, parents of the children are also involved in the 
decision making process. Christensen-Szalanski et al. (1987) showed 
that the elimination of this processing bias in physicians had no effect 
on the parents' decision on whether to circumcise their newborn sons, 
the primary outcome of concern. At the same time, eliminating this 
bias did change other outcomes, but for the worse. Parents of the new­
borns felt less confident in the quality of their irreversible decision, 
which then led to their feeling more resentful towards the physicians. 
Some parents even threatened to take their children to different physi­
cians in the future. Not surprisingly, the physicians soon informed the 
researchers that their "corrective intervention" was being terminated! 

In light of the findings that correcting biased processes may not 
improve decision outcomes, and given the cost/benefit constraint on' 
resource expenditures faced by people in naturalistic environments, it 
is clear that naturalistic decision-making researchers must consider 
more than just information about the presence of biased cognitive 
processes. They must also consider (a) the effect of the process 

·
on 

decision outcomes of importance, (b) the benefit associated with any 
improvement in the outcomes that might occur as a result of correcting 
for the biased process, and (c) the amount of resources that have to be 
expended to achieve this improvement in outcomes. 

Selecting Outcomes of Importance 

Identifying the impact of a cognitive process on the outcome of a deci­
sion is not always easy. Often a succession of outcomes can result from 
a person's cognitive process, and the effects of a cognitive inefficiency 

d 
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on one of the outcomes may not be passed on to ensuing outcomes. 
Thus, one needs to determine which of several decision outcomes merit 
optimizing, and then focus on the effects of the biased process on those 
specific outcomes. 

Consider the case of a physician who is evaluating patients at risk 
for having pneumonia. 'There are several decision outcomes that a 
biased cognitive process might influence. These include: the physi­
cian's initial assessed probability that a patient has pneumonia, the 
selection of tests and procedures to make a diagnosis, the diagnosis 
assigned to the patient, the treatment given the patient, the quality of 
the patient's recovery, the cost of managing the patient, and the pa­
tient's satisfaction. A bias may affect some of these outcomes but not 
others. For example, a biased process that alters the physicians' proba­
bility assessment will not alter the physicians' diagnosis if the altered 
probability happens to fall on the same side of the threshold proba­
bility used to assign the diagnosis. Similarly, a biased process that 
alters the assigned diagnosis may not alter the quality of the patient's 
recovery if the treatment given the patient happens to be the same 
(Christensen-Szalanski, 1986; Reuben, 1984). Thus, if researchers are 
interested in assessing the effect of a biased cognitive process on a 
specific outcome, for example, the quality of the patients' recovery, 
they must directly examine the effect of the bias on that 

'
specific 

outcome. 

EFFECT SIZE AND THE STATISTICAL 
SIGNIFICANCE OF AN EFFECT 

Calculating Effect Sizes 

When assessing the costs and benefits of changing the process by 
which decisions are made, researchers evaluating data on the harm of 
cognitive biases or the merit of debiasing techniques need information 
about the magnitude of the observed effect, that is, the effect size 
(Cohen, 1977). This information is usually omitted in many experi­
mental studies. Instead, a review of the published experimental litera­
ture will reveal that the results are often evaluated exclusively in 
terms of their p-values, that is, their statistical significance. Once 
researchers cite a finding with a significant p-value, they attempt to 
address the meaningfulness of the findings by speculating about the 
possible consequences that such an effect will have without ever eval­
uating th� actual magnitude of the observed effect. 

Information about a result's p-value, or statistical significance, is 
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useful for determining whether an effect "exists" according to a spec­
ified level of statistical probability. However, p-values are not as use­
ful as effect size measures for naturalistic decision makers, b�cause, 
unlike measures of effect size, the p-value of a finding depends upon 
the size of the sample that happened to be used in the study. Large 
effects may not be statistically significant, because too small' a sample 
was used, while trivially sized effects may be statistically significant 
because an extremely large sample size was used. 

Fortunately, one can often calculate a measure of effect size from 
the statistical information that is included in most experimental stud­
ies (Rnsenthal, 1984). Equations 1-4 CTabie 14.1), for example, show 
how results offrequently used statistical tests can be transformed into 
the Pearson product moment correlation coefficient (r), a commonly 
used measure of effect size. The square of the correlation coefficient 
indicates the proportion of the variance in the observed variable (e.g., 
probability assessments from a biased cognitive processes) that can be 
attributed to the suspected cause (e.g., the cognitive bias). The larger 
the R2, the more of the outcome's observed variability can .be accounted 
for by the suspected cause. Equation 5 provides a formula for calculat­
ing Cohen's d, another common measure of effect size.1 Finally, equa­
tions 6 and 7 show how to transform the r and d measures of effect size 
into each other. 

Application of Effect Size Information 

Identification of moderator variables. Consider now how a deci­
sion support designer can apply the equations in Table 14.1 for 
calculating effect sizes. In a recent study, Bukszar and Connolly (1988) 
were examining the robustness of the hindsight bias-a bias that, 
depending upon the information given an individual, could inflate or 
reduce an individual's probability assessment of an event occurring. 
They examined whether an individual's participation in a group dis­
cussion after receiving the potentially biasing information, but before 
making a probability assessment, might alter the impact of the 
hindsight bias on the individual's probability assessments. The au­
thors observed a statistically significant effect of the bias on proba::­
bility assessments made by individuals, regardless of whether they 
were preceded by a group discussion. This led the authors to conclude 
that the group discussion had no effect. However, this conclusion is at 

lThis measure indicates the standardized difference between the control and treat­
ment groups . 
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Relationships Between Effect Sizes and Tests of Significance· 
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best premature, since the authors' analysis showed only that the bias 
still ellisted after a group discussion-it did not address whether the 
magnitude of the bias's effect was reduced. In fact, using equation 5 
(Table 14.1) to transform the authors' results of their statistical signif­
icance tests into a measure of effect size reveals that the group discus­
sion did reduce the impact of the bias to as little as one-sixth of its 
original size. Once a decision support designer was satisfied about the 
reliability of these effects and the generalizability of the study, he or 
she could begin to explore the benefits and costs of implementing 
appropriate changes into the support system that take advantage of 
the "group discussion" moderating factor. 

Transforming changes in probabilities to changes in deci­
sions. Many experimental studies focus on the effect of cognitive pro­
cesses on individuals' probability assessments. While one can calculate 
the size of the effect on probability assessments from these studies, 
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one needs to remember that the degree to which a bias changes a 
person's probability assessment is not always related to changes in 
decisions. For example, suppose the threshold probability for choosing 
an alternative was 60%. If a person normally estimated the probability 
to be 58%, but because of a bias, estimated it to be 62%, then, even 
though the · effect of the bias on the probability assessment was small, 
it still would be of meaningful importance, since it would change the 
person's decision. 

To assess the impact of a bias's change on probability assessments, 
one needs to examine the degree to which the bias causes people to 
cross a decision threshold. This can be accomplished by using the d 
measure of effect size (Christensen-Szalanski & Fobian, 1988; 
Christensen-Szalanski & Willham, 1991). As an example, suppose it 
was shown that the magnitude of the hindsight bias's effect on a per­
son's probability assessments was d = 0.46. Since the variable of inter­
est in the study was an individual's probability assessment, and since 
the d measure of effect size is measured in standard deviation units of 
the variable being examined (i.e., the persons' probability assess­
ments), the effect "0.46" implies that the bias inflated the population's 
mean probability estimate 0.46 standard deviations above the mean 
foresight estimate. By assuming a normal distribution, one can graph­
ically portray this effect of the bias on probability assessments by 
comparing the unbiased (foresight) and biased (hindsight) distribu­
tions in Figure 14.1. The vertical line intersecting the distributions 
represents the location of a hypothetical threshold probability for se­
lecting an alternative. In this example, the threshold probability is 
rather high and represents a condition in which most of the · people 
without the biasing information would not have chosen the particular 
alternative, because their estimated foresight probability was below 
the threshold probability. The shaded area to the right of the threshold 
line indicates the proportion of the population that would have selected 
the alternative after receiving the potentially biasing hindsight infor­
mation. The darkly shaded portion indicates those people who would 
have also selected the alternative without the biasing information, 
while the lightly shaded portion indicates the "changers"-those who 
changed their decision because of the hindsight bias. 

One can assess the degree to which decisions might be changed by� 
the hindsight bias by measuring the proportion of changers, that is, 
the proportion of the population contained in the lightly shaded area 
for different threshold probabilities. This can be done by varying the 
threshold probability, using the normal probability distribution to de­
termine· the proportion of the hindsight bias curve that was shaded, 
and then subtracting from this amount the proportion contained in the 
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Figure 1 4. 1 .  Impact of the hindsight bias with an effect size of 0.46 on people's 
probability assessments and decisions. Darkly shaded area represents the peo­
ple who would have chasen the alternative without the potentially biasing infor­
mation. lightly shaded area represents the people who changed their decision 
because of the hindsight bias. 
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darkly shaded portion of the curve (see Christensen-Szalanski & Fo­
bian, 1988; Christensen-Szalanski & Willham, 1991), The results of 
this analysis, for an effect size of 0.46, indicates that the maximum 
effect of the bias on individuals' deciswns would occur when the 
threshold probability was near the population's mean probability as­
sessment. At this point there is an 18% chance that an individual 
receiving the potentially biasing information would make a decision 
different from what would have been made without the information. 
The likelihood that the biasing information would alter a persons' 
decisions then drops rapidly to zero the further the threshold proba­
bility is from the population's mean probability estimate. 

Transforming measures of effect size into changes in success 
rates. For studies that examine the effect of a debiasing procedure (or 
a bias) on outcomes such as success rates or improvement rates, the r 
measure of effect, size can be used to more easily appreciate the impact 
of the procedure on these rates. It can be shown (Rosenthal & Rubin, 
1982) that the obtained r effect size in these type of studies is equiv-
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alent to the debiasing group having a success rate equal to ".50 + r/2" 
and the control group having a success rate equal to ".50 - r/2." Thus, 
the obtained r is equal to the difference between the two gt;oups' suc­
cess rates. An r equal to 0.50, implies that the debiasing procedure 
increases the success rate by 50%; an r equal to 0.25, implies that the 
debiasing procedure increases the success rate by 25%, and so on. 
Given this relationship, it becomes clear that even effect sizes as small 
as r = .05 can easily become meaningfully important when they are 
obtained from studies that examine changes in success rates, survival 
rates, or improvement rates, and so on. 

III. CLOSING COMMENTS 

Moderator Variables 

A word of caution needs to be made regarding the use of effect size 
information to identify moderator variables. Nearly all decision­
making studies are based on sample sizes of less than 1,000. Conse­
quently, effect sizes calculated from these studies will depart from the 
"true" effect size because of sampling error (Hunter, Schmidt, & Jack­
son, 1982). The smaller the sample size, the more the observed effect 
size may depart from the true effect size, and the more likely an 
observed difference may reflect the impact of sampling error. 

Researchers in decision making often misunderstand the effect of 
sampling error on effect sizes (Christensen-Szalanski & Fobian, 1989) 
and erroneously claim to have identified a moderator variable for a 
bias when they have observed that a particular group did not exhibit 
the bias (Dawson et a!., 1988; Dawson, 1989; Norman & Brooks, 1989), 
or because there was a significant interaction between the effect of the 
bias upon different groups (Elstein, 1989). In fact, Hunter and Schmidt 
(1989) prove how these differences may be artifactual effects of sam­
pling error. In their book they give several examples of significant 
interactions that disappear once the results have been corrected for 
sampling error. Therefore, before concluding that a moderating .varj­
able exists, one needs to correct for sampling error the results obtaiped 
from independent replications of the effect (Hunter et a!., 1982). ' 

Meaningful Significance 

Throughout this commentary, I nave avoided implying that a standard 
exists for evaluating the meaningful significance of an observed 
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effect. This is because there is no uniform index of meaningful signifi­
cance. The utilities associated with the cost/benefit constraint faced by 
practitioners and designers of decision support systems is, by defini­
tion, situation specific and subjective in nature (Feinstein, 1971). Even 
a very large effect may not be meaningfully significant if (a) the 
benefits associated with the corrected outcome are small, (b) the costs 
needed to achieve the benefits substantially outweigh the benefits, or 
(c) the experimental condition generating the effect is not generaliz­
able to the naturalistic environment (Hammond, this volume). 

Given the subjective nature of meaningful significance, neither the 
effect size nor the p-value of a finding determines the meaningful 
significance of an experimental finding. However, as discussed in this 
chapter, effect size information can be combined with information 
about the costs and benefits associated with outcomes of importance to 
practitioners to help us better assess the meaningful importance of 
experimental findings. 

KEY POINTS 

• Researchers' failure to distinguish statistical signifu;ance from 
meaningfulness, and cognitive process from decisio·n outcome, hinder 
effective applications of experimental results. 

• Before implementing corrective interventions, researchers must 
consider the cost of the intervention and the benefit associated with 
any improvement in the outcomes that might occur as a result of 
correcting for the biased process. 

• A biased cognitive process might influence some decision outcomes 
while not affecting other, similar, outcomes. 

• P-values are not as useful as effect size measures for naturalistic 
decision makers. 

• There is no uniform index of meaningful significance. 
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Chapter 1 5  

The Bottom line: Naturalistic Decision 
Aiding 

Marvin S. Cohen 
Cognitive Technologies, Inc. 
Arlington, VA 

It is appealing to suppose that technology has the means for improving 
decisions. Computer-based systems to advise decision makers have in­
corporated decision analysis, expert knowledge, andlor mathematical 
optimization. Success, however, has been limited; the very features of 
real-world environments that are stressed in this volume, for example, 
their ill-structuredness, uncertainty, shifting goals, dynamic evolu­
tion, time stress, multiple players, and so on typically defeat the kinds 
of static, bounded models provided by all three technologies. Each deci­
sion involves a unique and complex combination of factors, which sel­
dom fits easily into a standard decision analytic template, a previously 
collected body of expert knowledge, or a predefined set of linear con­
straints. Users are sometimes ahead: of the aids in their ability to 
recognize and adapt to such complex patterns. ' 

The literature on decision biases (as described in Chapter 3 and 4) 
has reinforced the tendency to regard users as passive recipients of 
assistance: unaided decision making is presumed to be subject to fun­
damental flaws, which can be corrected only by adoption of "norma­
tive" methods such as Bayesian decision analysis, The rationalist tra­
dition has encouraged a sort of arrogance toward actual decision 
makers that can only make their acceptance of decision aids (and the 
aids' success if accepted) less likely (Berkeley & Humphreys, 1982; 
Lopes, 1988). Such an approach may force decision makers to adopt 
highly unfamiliar modes of reasoning; as a result, rods may not be 
used, or if used, may be pobrly understood; worse yet, they may fail to 
exploit user knowledge or expertise that might facilitate adaptation to 
complex, novel situations. Although there is lip service to "supporting 
the user rather than replacing him," in technology-driven approaches 
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(whether based on decision analysis, optimization, or expert systems) 
the user's approach to the problem, if not the user himself or herself, is 
replaced: at best, the user may provide probability and utility inputs 
for a standard decision analytic model. 

Should we give up hope of advising decision makers? At the other 
extreme are less ambitious (and more organizationally acceptable) 
status-qua-driven approaches, which merely automate the more tedi­
ous aspects of a task without modifying it in any essential respect. Such 
aids do not correct any flaws in traditional procedures, fail to exploit 
potential synergies between humans and compute�s, and-ironically 
-may be just as unacceptable to users as technology-driven aids. 

An alternative approach is to start with the user's preferred way of 
solving the problem and to examine its strengths and weaknesses 
carefully. Attention is paid to how decision makers actually solve prob­
lems (including consideration of individual differences and changes 
over time) and the cognitive strategies and knowledge representations 
underlying performance, as well as to normative models as sources of 
potential insight for improvements. Aids are then designed which sup­
port more optimal variants of the user-preferred strategy. We have 
called this methodology personalized and prescriptive aiding (Cohen, 
Bromage, Chinnis, Payne, & Ulvila, 1982; Cohen, Laskey, & Tolcott, 
1987). The naturalistic framework encourages aiding that is user driv­
erdor personalized)-that is, tailored to user knowledge representa� 
tions and processing strategies, but not necessarily to the status-quo 
procedure-and simultaneously problem driven (or prescriptive)­
that· is, able to safeguard against errors and pitfalls to which the use�­
preferred approach is susceptible, but not necessarily wedded to tradi-
tional normative models. 

. 

The reader need not subscribe to non-Bayesian normative models 
[Chapter 4, Challenge (6)], or to alternative Bayesian models [Chal­
lenge (5)], to be persuaded about the value of a more adaptive approach 
to decision aiding. The reader need not even accept the claim that 
knowledge [Challenge (3)] and limited capacity [Challenge (4)] some­
times justify non-Bayesian decision processes. The case for adapting 
aids to users can be made purely in terms of outcomes [Challenges (1) 
and (2)]: by arguing, for example, that deviations from optimali�y 
often don't matter much (von Winterfeldt & Edwards, 1973), and that, 
where they do matter, specific safeguards can be provided. The argu­
ment, however, gets stronger, and the associated concept of aiding gets 
richer, as one's acceptance of the naturalistic point of view moves from 
outcomes to processes to decisions. Let us look briefly at the implica­
tions for aiding, together with some examples, from these different 
perspectives. 
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An aid developed for the command staff of an attack submarine 
illustrates the role of decision analytic models as advisors who step in 
only when the user's approach is likely to produce an unfavorable 
outcome (Cohen et aI., 1982). As a "hunter-killer" submarine stalks an 
enemy submarine, the commander must balance competing goals of 
improving the accuracy of localization and probability of kill (thus 
taking time and getting closer), while minimizing the chances of being 
detected (thus shooting early and far away). A decision analytic model 
can integrate all the factors involved in the time-of-fire decision into a 
single aggregated figure of merit (subjectively expected utility) for 
each tactical option. Such a measure, however, requires highly ambig­
uous uncertainty estimates (e.g., the detection capabilities of the op­
posing submarine), difficult preference tradeoffs (e.g., the value of 
own ship versus the target), and numerous assumptions (e.g., about 
what each commander will do if the first shot misses). By contrast, the 
personalized and prescriptive aid allows the commander to evaluate 
options in terms of goals and constraints at whatever level of concrete­
ness he or she chooses (e.g., achieve a particular probability of kill on 
the first shot; get within x yards of the target but no closer than y 
yards). At the same time, in the background, the aid creates a decision 
analytic model of the problem; it also creates a model of the user: 
inferring his or her decision strategy by monitoring his or her informa­
tion requests and goal specifications. Finally, the aid compares the 
recommendations of its model with the implications of the user's strat­
egy. The user is prompted if, and only if, they are significantly differ­
ent (at a threshold set by the user): for example, the aid might point 
out that an option that has been rejected by the user because it just 
misses the desired 90% chance of kill achieves a far better chance of 
avoiding counterdetection. Prompts are framed in terms of the specific 
factors that cause the discrepancy, described at the level of concrete­
ness the user prefers. As a result, the user can benefit from the deci­
sion analytic model without being forced to abandon his or her own 
way of thinking. 

A dyed-in-the-wool Bayesian might accept such an aid (grudgingly), 
because the outcomes it leads to should not be significantly worse than 
those expected from a more orthodox aid. A naturalist is more likely to 
focus on the advantages of supporting the user's familiar decision pro­
cesses: Those processes may produce outcomes that are not merely just 
as good as, but better than, Bayesian procedures-because they more 
effectively exploit the decision maker's knowledge and capacity. Tradi­
tional decision analysis takes knowledge for granted, assuming, in the 
extreme, that the required judgments of probability and preference 
preexist somehow in the decision maker's head and are accessible on 
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demand; traditional decision analysis thus neglects the metacognitive 
processes of inquiry and reflection by means of which a problem­
specific model is constructed (Levi, 1986). In response, new formal 
methods have been developed, including the assumption-based reason­
ing framework that I discussed in Chapter 4, that explicitly consider 
the amount of knowledge or ignorance underlying a decision and for­
mally incorporate the dynamic processes by which beliefs and prefer­
ences are tentatively adopted and subsequently revised. 

An aid has recently been developed that focuses directly on the 
dynamic aspects of crystallizing one's own knowledge. D-CIDER 
(Cohen et aI., 1987) is based on the premise that users differ in how 
much they know about their preferences and in the way they know it, 
and that users' understanding may evolve as they work the problem. 
D-CIDER enables users to express preferences in a variety of qualita­
tively different formats, including direct judgments of a sample of 
options, setting goals on different dimensions, rank ordering dimen­
sions, and assessments of exact or inexact importance weights. Im­
plications of inputs in any one format are displayed in all the other 
formats, to prompt and constrain further judgments. D-CIDER also 
provides a choice of decision strategies: for example, elimination-by­
aspects (which screens options by user-set goals in order of im­
portance), dominance structuring (in which users work backwards 
from a tentative choice, determining whether the choice can be justi­
fied by comparison to other options), and maximization of utility 
(which takes whatever tradeoff information the user has proviped, 
however partial and incomplete, and calculates which options could be 
best). Prompts help users shift strategies, and add, drop, strengthen, or 
weaken their goals, when the information provided is inadequate to 
make a choice from the available options. 

Whether we focus on decision outcomes, decision processes, or the 
decisions themselves, then, the conclusion is that aiding should start 
with the user's preferred approach. Normative models are appropriate 
only when they fit the basic contours of the decision maker's knowl­
edge and preferred-method of problem solving. From the naturalistic 
point of view, the goal of aiding is not to radically alter an experienced 
decision maker's decision-making style, but to mitigate specific po'�n­
tial weaknesses, and to amplify his or her decision-making strengths. 

KEY POINTS 

• Most decisions involve unique and complex combinations of factors 
that seldom fit into standard decision analytic templates. 
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• Users are often ahead of their aids, because they can recognize and 
adapt to these novel and complex patterns. 

• The naturalistic paradigm suggests that decision aids should 
take advantage of users' knowledge 
support the user's naturally preferred strategies 
guard against errors associated with the user's preferred 
strategy 



Chapter 1 6  

Evolutionary Design of Systems to Support 
Decision Making 

William B. Rouse 
Search Technology, Inc. 
Norcross, GA 

John Valusek 
Air Force Institute of Technology, WPAFB 
Dayton, OH 

INTRODUCTION 

The design of systems to support decision making is an age-old pur­
suit. Pharaohs, kings, and generals for millennia have employed 
"experts" who have used various exotic means to forecast and evaluate 
options. 

In recent centuries, much progress has been made in putting such 
advisory l)1echanisms on a more rational basis. Since Descartes's "age 
of reason," the model of economic man has continued to evolve, leading 
to Bayesian thinking in the 18th century and culminating in formal 
axioms of rationality by the middle of this century. 

In the last two or three decades, the emergence of powerful and 
inexpensive computing has enabled the development of computer­
based systems that explicitly incorporate the axioms of rationality 
and/or computational mechanisms based on these axioms. These sys­
tems have been designed to support decision makers to behave more 
like economic man (e.g., Andriole, 1986). 

This need emerged when it was realized by behavioral scientists and 
others that humans have great difficulty behaving in accordance with 
the axioms of rationality, despite the apparent desire to behave in this 
manner. Particular difficulties humans encounter include estimating 
and updating probabilities, consistently weighting attributes of alter-
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natives, and generating multiple viable alternatives. These types of 
difficulty, when combined with tendencies to seek only confirming 
information and attribute cause when only correlation is warranted, 
led to a picture of humans as being fundamentally flawed information 
processors, particularly for probabilistic information (Kahneman, 

Slovic, & Tversky, 1982). 
The field of decision analysis emerged to assist humans to overcome 

their limitations and behave in accordance with the axioms of ration­
ality. The humans' part of the decision analysis process is the contribu­
tion of utilities-the 18th-century construct of Bentham-or values to 
the analysis. Multiattribute utility analysis (MAUA) emerged in the 
1970s with a powerful set of tools and methods for assessing, combin­
ing, and employing utility functions (e.g., Keeney & Raiffa, 1976). 

Impressive applications of this approach included blood banking 
(Keeney & Raiffa, 1976), airport siting (Keeney, 1973), acquisition 
management (Rouse, 1974), and system staffing (Rouse, 1975). The 
common characteristics of these applications include well-defined al­
ternatives, ample time for data collection and analysis, and situations 
where technical attributes primarily influence decisions. In situations 
with these characteristics, this type of analysis can be quite valuable. 

However, as noted by many other authors in this book, there were 
numerous attempts to apply this approach to situations without these 
underlying characteristics. An example is military command and con­
trol, where the alternatives are not clear, time constraints are tight, 
and attributes can be vague and immeasurable (e.g., threat lethality). 
Such situations obviously do not allow for much analysis when the 
decisions are needed. Thus, if MAUA is to be used, it is necessary to 
formulate and, in effect, solve the problem in advance. 

It should not be surprising that the expectations of success sur­
rounding this endeavor were not met-predetermining the best choice 
among, as yet, unknown alternatives is a difficult problem. Actually 
the problem is a bit more subtle. One often can determine general 
classes of alternatives in advance. However, one cannot fully know the 
context within which these alternatives will emerge. To the extent 
that contextual factors should strongly influence choices, one finds 
that decision analysis tends to be much too narrow and rigid to provide 
the necessary support. 

The recognition that context can dominate decision making, partic­
ularly expert decision making, led in the 1980s to the reemergence of 
artifLCial intelligence. Expert systems, which typically are very context 
sensitive, has been the most recent panaceas for providing less-than­
expert decision makers with the "right" answers. This approach has 
merits, and important successes have been achieved in highly struc-
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tured domains such as medical diagnosis (Shortliffe, 1976), configur­
ing computer equipment (McDermott, 1982), and aircraft piloting 
(lWuse, Geddes, & Curry, 1988; lWuse, Geddes, & Hammer, 1990). 

However, many domains are not highly structured-the "physics" of 
these domains does not constrain acceptable behaviors to enable pre­
scriptions for decision-making behavior. In other words, most domains 
are loosely structured and allow decision makers substantial discre­
tion in how they bring order to their world and produce acceptable 
results. Indeed, the ability to flexibly and successfully deal with a lack 
of structure is one of the primary reasons for utilizing human decision 
makers-if prescriptions were possible, automation would be likely. 

To summarize our arguments thus far, the context-free equations of 
decision analysis and context-dependent rules of artificial intelligence 
provide powerful and valuable support for relatively small classes of 
decision-making situations. For the very large class of problems where 
it is not meaningful to formulate probability distributions for a fixed 
set of alternatives, or where structural constraints are weak, other 
approaches are needed. This chapter discusses alternative approaches. 

It is important at the outset to recognize that we should not delude 
ourselves into thinking that what is needed is a different set of mathe­
matics, something other than probability theory or the predicate 
calculus. Instead, what is needed is a different design philosophy, as 
well as methods and tools, that provide means for supporting decision 
making when we, as designers, do not know what decision makers 
should do or will do. Obviously, different types of design prescr,iption 
are needed. 

This chapter emphasizes supporting human performance. This is 
accomplished by first understanding the nature of humans' tasks, not 
just their decisions, and then determining the information necessary 
for supporting task performance. This includes tasks performed by 
both individuals and teams. The resulting supports do not, by defini­
tion, prescribe how tasks are to be performed. Instead, the emphasis is 
no providing the information decision makers want, in the ways that 
they want it. As might be expected, this strategy can result in require­
ments being a moving target. This chapter illustrates how this is much 
less of a problem if the design premises include the concept of an 
evolutionary design that is adapted to an evolving understanding of 
what supports are needed. 

DECISION MAKERS' TASKS 

Figure 16.1 depicts humans' tasks in complex systems. Three major 
classes of activity are shown. Execution and monitoring is the predomi­
nant class. 
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Despite the stereotypical view of humans proceeding from one deci­
sion event to another, most if not all humans spend the vast majority 
of their time doing things (e.g., moving control sticks and writing 
memoranda and letters) and observing results (e.g., watching displays 
and reading reports). 

Most of these activities are quite routine, with actions following 
well-worn patterns and observations agreeing with expectations. For 
the most part, therefore, execution and monitOring continue 
uninterrupted. 

' 

However, occasionally, deviations from expectatio!,s are sufficiently 
large to cause activities to expand to include situation assessment. 
First, information may be sought as a basis for assessing the situation. 
Typically, alternative information sources are well defined and choices 
are obvious-information'seeking is likely to be virtually automatic in 
such situations. Once in a while, the situation is sufficiently puzzling 
to cause humans to seek less familiar sources. In these less frequent 
situations, information seeking is likely to be a more conscious 
activity. 

The information accessed, implicitly or explicitly, provides the basis 
for recognizing or devising an explanation that "fits" the observations 
and additional information. Quite often, information readily available 
will result in humans immediately recognizing the new situation. 
Much less frequently, more explicit analysis, if only "in the head," is 
required to devise a satisfactory explanation. 

The assessed situation may or may not require a revised plan of 
action. In the minority of cases where a new or revised plan is needed, 
it is common for decision makers to resort to well-worn alternatives. In 
many cases, the choice is so obvious that plans need not be expliCitly 
evaluated.- Occasionally, however, explicit planning and commitment 
are necessary. This involves synthesizing a course of action for dealing 
with the assessed situation. 

The three classes of activities in Figure 16.1 can also be viewed in 
terms of the objects of these activities. Execution and monitoring in­
volve implementing a course of action, observing its consequences, 
evaluating deviations from expectations, and deciding whether or not 
deviations are sufficient to warrant anything beyond routine moni­
toring. For experienced decision makers, much if not most of this 
activity requires little deliberation, with the possible exception of 
the recognition of unacceptable deviations. In fact, it can be argued 
that information displays for supporting execution and monitoring 
should be such that humans need not consciously seek and utilize 
information. 

The information-seeking aspects of situation assessment may occa-
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sionally involve consideration of alternative information sources. In 
such cases, selection among sources is often virtually automatic, par­
ticularly when the sources are all at hand. Selection in some situations 
may be preceded by evaluation of sources in terms of relevance, re­
liability, cost, and so on. On rare occasions, new sources will have to be 
identified or generated. These sources may subsequently be evaluated 
and, when multiple alternatives are deemed necessary, selected 
among. 

The explanation aspects of situation assessment are concerned with 
alternative explanations. For experienced decision makers, selection 
among alternatives is usually rather simple-a satisfactory explana­
tion is simply recognized. In some cases, explanations are evaluated in 
terms of fit, consequences of adoption, and so on. These evaluations 
are typically in the head, but can be supported with the appropriate 
information displays. Occasionally, a new or novel explanation must 
be generated, which leads to one or more alternatives which are evalu­
ated, either subsequently or somewhat in parallel with being 
generated. 

Planning and commitment focuses on alternative courses of action. 
In the vast majority of cases, selection among alternatives draws upon 
the repertoire accumulated by the decision maker during his or her 
many past experiences. Selection is often the process of choosing the 
first acceptable alternatives, rather than weighing multiple acceptable 
alternatives. In some cases, the decision maker will pause to con­
sciously evaluate a course of llction in terms of its consequences, costs, 
and so on. This evaluation is likely to occur as a mental simulation or 
accounting rather than an explicit analysis. Occasionally, a new course 
of action is needed, perhaps for unfamiliar and infrequent situations. 
In this case, one or more alternative courses of action will be generated 
by resorting to analogies, metaphors, or, typically in the last resort, 
explicit "ideation" techniques. These alternatives may be evaluated as 
described above. 

This discussion of humans' tasks has repeatedly used the terms 
selection, evaluation, and generation-as will be seen, these terms fa­
cilitate discussion of support concepts. First, however, it is important 
to note the relative frequencies of these activities. 

o Selection occurs frequently, usually involving unconscious retrieval 
of well-worn alternatives without any sense of "having selected." 

o Evaluation occurs occasionally, typically via mental simulation or 
accounting of fit, consequences, costs, and so on. 

o Generation occurs rarely, via analogy or metaphor if possible, or 
formal means if necessary. 
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SUPPORT CONCEPTS 

This section considers alternative ways to support humans in the ac­
tivities of implementation, observation, selection, evaluation, and 'gen­
eration. In general, support concepts do not involve automating these 
activities-recall the discussion in the Introduction about the preva­
lence of ill-defined and ill-structured tasks. Iristead, the emphasis iS9n 
providing the types and forms of information that are likely to fa�i1i­
tate humans' pursuit of these activities. 

Implementation 

A support system can display plans and procedures chosen by the deci­
sion maker. To a limited extent, a system can monitor execution and 
"check off" completed steps, and perhaps highlight omitted steps (e.g., 
Rouse, Rouse & Hammer, 1982). Such omissions may or may not be 
errors-typically, humans will promptly correct any omissions that 
they judge to be erroneous. 

Observation 

This activity can be supported by modifying, filtering, interpolating, 
and extrapolating information. Scrolling, zooming, and branching 
among display pages can also be facilitated. The value of these types of 
support depends, of course, on satisfying humans' information 
requirements. 

Beyond satisfying requirements, information must be displayed 
using formats that are compatible with humans' tasks. A common 
shortfall of support systems is to provide elegant color-graphic dis­
plays of information in a manner that conflicts with humans' views of 
their tasks-for example, presenting a matrix of resources vs. de­
mands when the user actually thinks of the task in terms of the spatial 
arrangement of resources and demands. Various other chapters in this 
book discuss alternative ways of conceptualizing humans' tasks. 

Selection 

Since selection is frequently unconscious and automatic, it is. im­
portant that supports for this activity foster such modes of choice. This 
requires that information regarding sou.rces of information, explana­
tions of situations, and courses of action be displayed in manner that is 
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natural for the humans who are to be supported. Typically, this does 
not mean that the alternatives are displayed. Instead, appropriate cues 
are displayed that enable humans to recall the most appropriate alter­
native. In other words, the alternatives are in the decision maker, and 
the' purpose of the support system is to prompt their retrieval. 

To provide this type of support, it is not necessary for the support 
system to know about relevant alternatives. It is only necessary that 
sufficient front-end analysis be performed to identify cues used by 
decision makers, and displays for those cues be devised. Thus, for 
example, an appropriately designed map display can prompt a decision 
maker to choose useful routes even though the map display system has 
no explicit knowledge of the concept of routes. 

Occasionally, alternatives will be explicitly compared. Often this is 
best supported by enabling decision makers to consider ordinal com­
parisons between pairs of alternatives along each decision-making at­
tribute. The resulting dominance structure is usually sufficient for 
choosing among alternatives. In some cases, quantification such as 
provided by utility, value, or worth functions can be useful. 

Evaluation 

Supports for evaluation typically involve presentation and/or com­
putation of the present or future characteristics of one or more 
alternatives-as noted earlier, a single alternative is the dominant 
situation. Present characteristics include relevance, information con­
tent, resource requirements, physical configuration, and linkages to 
other entities. These characteristics can be displayed automatically if 
one is aware of the attributes of interest to the decision makers. Alter­
natively, they can be retrieved via, for instance, menus or selectable 
tables. 

Future characteristics include consequences such as expected per­
formance impact and resource requirements. A classical approach to 
presenting such information is predictor displays, which have been in 
use for almost 40 years. Succinctly, a model of the phenomenon of 
interest, as well as the decision makers' expected course of action, lire 
used to extrapolate the current state to the future, using calculation or 
simulation procedures. Using current modeling and display tech­
nologies, it is possible to enable decision makers to modify or even 
construct the models that underlie simulations. 

It is important that evaluative information be displayed in a man­
ner consistent with its likely use. Evaluation is not an end in itself. 
Instead is a means to improve alternatives and/or provide the basis for 
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selection. Thus, it is important that evaluative results be integrated 
into displays suitable for modifying alternatives and, in some cases, 
selecting whether or not to proceed with the evaluated alternative. 
Otherwise, humans may find the information integration to be too 
difficult to justify using the evaluative support. 

Generation 

In rare, but nevertheless very important, situations, new alternatives 
may have to be generated. Alternatives are new to the extent that 
humans cannot simply retrieve them from memory based on salient 
cues. In such situations, a support system can help by retrieving pre­
viously relevant and useful alternatives. 

Retrieval of alternatives can be based on humans' specification of 
situational characteristics, desired attributes of alternatives, possible 
analogies, or even metaphors. In virtually all situations, the human 
will have to recognize whether or not a retrieved alternative is truly 
relevant and useful. This is likely to involve evaluation, typically per­
formed in the head, but occasionally using the types of evaluative 
support discussed earlier. 

Summary 

The types of support outlined in this section are appropriate for task 
situations that are not amenable to formal decision analysis, or suffi­
ciently structured to be approached with artificial intelligence meth­
ods. Consequently, these types of support emphasize access, utilization, 
and management of information in ways that assist humans in per­
forming their tasks in whatever ways they choose. 

As noted earlier, many of the other chapters of this book provide 
alternative perspectives on the ways in which humans in realistically 
complex situations are likely to perform their tasks. Such descriptions 
are important inputs to the process of designing support systems. How­
ever, this information is not sufficient. One also needs a design process 
that enables production of appropriate support systems (RDuse, 1990). 
The remainder of this chapter focuses on the design process. 

PERSPECTIVES ON DESIGN 

It can be reasonably argued that one of the major reasons that many 
information-based support systems have failed to meet expectations is 



Evolutionary Design of Systems 279 

that there are flaws in the process of designing and building these 
systems. The process through which support systems are typically de­
rived assumes that the end result will be stable. However, the product, 
the hardware and software, is the only stable component. The "user" is 
not and cannot be stable, due to the nature of human information 
processing as well as the nature of task environments. The typical 
design process does not facilitate adaptation of the support system to 
its changing environment. This problem in the way support systems 
are designed suggests a need to investigate system design and the roles 
of each of the participants in the design process. 

Design in its verb form means "to plan creatively." In its noun form, 
it is a pattern from which something is created. The designer's role 
then becomes one of creating the pattern froin which something will be 
delivered. In the case of support systems, the deliverable is the system 
specifications. The designer's role in creating support systems is to 
translate from the user's world to the builder's world. 

Designer as Omniscient 

Designers need a translation mechanism to allow these two diverse 
communities to communicate. However, in most instances designers 
have risen through the builder ranks. Consequently, rather than creat­
ing a language useful to the two parties for whom they are translating, 
designers have attempted to use the languages of the builder. These 
"foreign" languages (relative to users) have created a mystique sur­
rounding the process. These languages have hindered rather than fa­
cilitated communication of needs. 

The foreign languages came in two forms, each with its own di­
alects. Computer scientists approach the process from a variety of soft­
ware languages. Operations researchers pursue the process with a 
range of modeling techniques. Use of these languages for communica­
tion initially overwhelms the user and continues to mystify, frustrate, 
and even anger many. 

From the outset users are typically given at best an extremely li.mit­
ed role and/or responsibility in the design process and often become 
comfortable in their nonrole. As such, users have acquiesced to appli­
cations designers through nonparticipation-other than via perfunc­
tory "reviews" of functional descriptions and system/subsystem speci­
fications, a language that is supposed to be their means of 
communication. Thus, users have essentially been removed from the 
process. They certainly have not been given tools to assist them in 
problem formulation and communication. 



280 Rouse & Valusek 

Meanwhile designers and builders have continuously evolved their 
toolkit to include, for example, compuler-aided software engineering 
(CASE) tools, which allow them to rapidly implement whatever the 
user says he or she needs. Armed with flow-charting templates, compu­
ter science languages, and the tools of operations research, there 
should be little wonder why the designer is treated as omniscient. Few 
users can understand the world at the other side of the designer's 
bridge, or the components of the bridge that is supposed to get them 
there. 

The presumed omniscience of the designer has involved several ma-
jor assumptions, including: 

. 

• There is such a thing as a "representative" user, 
• The user's needs can be captured from representative users in inter­

viewing sessions by merely asking them what they need, 
• Users are willing to participate in the mystical world of computers, 

especially when done at the designer's and builder's convenience. 

The support system design process has failed to question these 
assumptions. 

Designer as Fallible 

A major reason support systems have failed at the design level is that 
these systems have been treated like any other system. With the tradi­
tional approach, all that is needed is a statement of requirements, and 
like most industrial systems, a product can be designed and built 
against the set of requirements that are assumed to be stable. How­
ever, support systems are typically information based, and informa­
tion is both a resource and a product, and not typical of other resources 
or products. Consequently, systems based on information supply and 
consumption require atypical considerations, including the notions 
that information: 

• is nonexhaustive, 
• is self-generating, and 
• interacts with the cognitive processes of the system user. 

The design process for information-based support systems should be 
different from that required to build a "stable" system that is based on 
industrial, assembly-line technologies (e.g., 'an automobile). Auto­
mobile manufacturing demands accurate specifications to permit tool-
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ing of the assembly line. Once established, changes are very expensive. 
In contrast, today's information system technology allows software to 
be changed virtually instantaneously and at relatively low labor cost 
and virtually no materials cost. Therefore, treating the design and 
development of information-based support systems the same as other 
systems has suffered a poor track record, because human information 
processing has not been considered within the system-design process. 

Another reason designers have failed is because their translation 
responsibilities have been inappropriately divided across components 
(e.g., data, model, and dialogue). Each component has been treated as 
an independent entity. For example, the database aspects have been 
thoroughly covered by the management information system (MIS) com­
munity with little regard for models found in operations research or in 
decision analysis. Similarly, the operations research/management sci­
ence community has continued to develop large prescriptive models 
while ignoring the human-machine interface and any concept of alter­
native descriptive decision models. This resistance on the part of the 
modeling community is due partially to inadequate technology, and 
partially to a reluctance to accept the current state of cognitive psy­
chology as useful for engineering consideration. 

The fact that most designers come from the system builder's world 
provides another explanation for designer fallibility. Their training 
and education results in their structuring of the solution, while re­
quirements are still being formulated, too soon in the process to allow 
effective communication among users and builders. The system, then, 
not surprisingly, has the structure of the tools in the designer's toolkit 
(Gingras & McLean, 1982). 

Another source of designer inadequacies has been the invalid as­
sumption that "representative" users exist. The users "selected" to 
participate in support system design efforts are merely individuals 
with varying levels of expertise, varying levels of computer expertise, 
and varying amounts of time available to contribute to the task. The 
support system community is, however, beginning to recognize the 
need for adaptive systems that accommodate a wide variety of users. 

Another aspect of the design problem arises because most design is 
done within the constraints of the designer/builder. The user's require­
ments are seldom really addressed. Instead, the designer responds 
with what can be done at the time. If the user is willing to "back off" to 
what is possible, this then becomes the design. Upon completion, the 
designer and builder can point to the system-subsystem specifications 
and say that requirements were met. 

A final explanation for the fallibility in our approaches to support 
system design is that "freezing" the design from a builder's perspective 
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(Le., the structured components) is not conceptually separated from 
freezing requirements. Requirements are perceptions of need and are 
continuously evolving. Therefore, a means is needed to allow require­
ments to continually evolve independent of structural designs, which 
are frozen. 

The above reasons for designer fallibility, coupled with the ever­
present need for users to be more involved in support system develop­
ment, point to the necessity for a significant change in the design 
process. The traditional design approach is slowly yielding to rapid 
prototyping as the preferred approach to building smaller systems. The 
establishment and maintenance of databases now permits concentra­
tion on the decision-making aspects of requirements. Even though the 
concept of decision support systems has been around since the early 
1970s, the technical environment was insufficient until the mid 1980s 
to allow: 

• adequate human-machine interfaces via networked workstations, 
• databases maintained corporately as well as portions maintained 

individually, 
• model support in versions that permit system evolution via more 

user involvement. 

The technological support for all of the system components, especially 
the dialogue, has eliminated some of the technical barriers to adequate 
system design. 

EVOLUTIONARY DESIGN 

The foregoing section outlines a clear need to modify our approach to 
designing of information systems in general, and support systems in 
particular. What is needed is an approach to design that recognizes the 
evolutionary nature of requirements as typified by systems that are 
predominated by feedback rather than feedforward. 

Rapid prototyping is a very popular approach to exploiting current 
technological advances. If the approach to rapid prototyping is evolu­
tionary, it may provide a breakthrough necessary to designing support 
systems that are truly supportive. The basic premise of evolutionary 
design is that users can specify their own needs if given a methodology 
and tools to assist them in their process of design. In this approach, 
design is divided into two distinct processes: information requirements 
determination (lRD) and information requirements analysis (IRA). 

IRD is a continuous process for which users have a primary respon-
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sibility. The goal of IRD is a product that communicates a pattern 
which builders can readily translate into structured components. IRA 
is the structuring process which converts users' stated requirements 
into system components. This process is often accomplished with 
CASE tools. To the extent possible, it is very useful to have IRD and 
IRA interact and involve much iteration. 

The phrase commonly used to describe evolutionary design is to 
"start small and grow." Unfortunately, few authors provide any idea of 
how to accomplish this. Major questions are raised, such as "Where to 
start?" and then "How to let the system grow?" In essence this ap­
proach is merely an application of the way many solutions to problems 
are derived-iteratively starting with a straw man provided for com­
ment. In the case of support system design, a key consideration for 
establishing the anchor, or kernel, is the importance of the decision 
elements of the problem and how they contribute to the solutions. 

An approach to tackling the "start small" includes the following: 

• Focus on critical decisions, 
• Model the decision process descriptively, 
• Determine appropriate places for prescriptive models in the process. 

Typically, decision support systems (DSSs) have focused on the sys­
tem, not the decision or support of the process. An approach that has 
worked well in both classroom and applied settings focuses first on the 
decision, then the decision process, then support to the process via the 
system. The builder is not even contacted until the first two steps of 
the three above have been accomplished (Valusek, 1988). 

Focus on Critical Decisions 

A decision generally involves a commitment of resources. It is a pro­
cess and involves judgments and choices. Now that technology is avail­
able to monitor environments and detect potential problems, the em­
phasis in many domains is turning to identifying the decisions of 
importance within the environment. Emphasis then shifts to modeling 
to support those decisions. The critical incident technique, critical deci­
sion methodology, and case-based reasoning method discussed else­
where in this volume support this identification task. 

Another technique that has been enthusiastically accepted by user 
participants is concept mapping (Gowin & Novak, 1984). This tech­
nique, which originated in educational psychology as a communication 
tool, has been adapted by McFarren and Valusek as a user-oriented 
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problem formulation technique (McFarren, 1987). It was found to be a 
suitable technique because large amounts of �nowledge can be ob­
tained in I-hour sessions. Although the use of concept mapping was 
initially applied to DSS design, it was soon recognized as a means to 
capture a global picture of a problem/opportunity domain. This yields 
a sense of the problem boundaries and is useful in detecting key deci-
sions within the problem environment. 

. 

Descriptive Model of the Decision Process 

The concept map is also the first stage of a four-step user-oriented 
methodology for performing IRD and yielding a descriptive model. The 
decision process model can and should be assembled by the user to 
represent his or her needs. The four steps include: 

• Concept Mapping 
• Critical Decision Methodology 
• Storyboarding 
• User's "evaluation" 

The concept map is the first communication tool in developing the 
model of the decision process. By collecting multiple maps across indi­
viduals and within an individual over time, a picture of important 
objects and events becomes apparent. These objects and events are 
useful for identifying the judgments and choices involved in making 
decisions. Figure 16.2 presents a concept map of design as presented in 
the preceding paragraphs. 

. 

An important aspect of the concept map is that it is an unstructured, 
unformatted free-flowing representation. However, the power of the 
concept map to communicate is apparent when builders look at it and 
immediately describe it as an entity relationship diagram, or a seman­
tic net, or some other structuring representation they use for IRA. The 
difference is that the concept map is derived without structure im­
posed on the user. In fact, the user need only see the concept map and 
subsequent "storyboard." These are elements of his or her design. The 
builder can translate directly from these communication mechanisms 
into structured design components. 

The next step in the methodology is to create storybo!p"ds. Story­
boarding is the creation of scenarios via screen displays. Here again a 
typical builder response to the methodology is, "This is nothing more 
than what we done all along." However, stor�boarding permits the 
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user and designer to think about and discuss information require­
ments, alternative support concepts, and salient contingencies. 

The final step of this approach to user-oriented design is a mental 
exercise for the users to irisure they are satisfied with their design 
before they contact the builder to begin structuring a solution (e.g., 
designing the databases, models, and dialogue components). The ex­
ercise is driven by thinking about measures they would use to evaluate 
the effectiveness of the support system. Thinking hard about how 
effectiveness will be measured has resulted in many users completely 
revising their storyboards before the requirements are presented to the 
builder. 

CONCLUSIONS 

This chapter has provided a broad view of supporting decision making 
and requirements for evolutionary design. A few key concepts are 
central to this panorama. 

First, decision making occurs in a context and support is needed for 
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the range of tasks that occurs in this context. The decision event is but 
one aspect of these tasks. Consequently, it is better to think of task 
support rather than decision support. 

Second, very few situations are sufficiently well defined and crisp to 
allow straightforward application of prescriptive models from engi­
neering, operations research, and computer science. Rather than pre­
scribing and enforcing use of "the best," albeit ill-fitting, approach to 
task performance, support systems should enable users to use satisfac-
tory approaches and achieve desired results. . 

Third, requirements for support continually evolve, partially in re­
sponse to use of support systems. Consequently, the nature of the sup­
port systems should also evolve to meet requirements. This chapter 
has illustrated how evolutionary design can be pursued and, in itself, 
supported. 

KEY POINTS 

• It is better to think of task support than decision support because 
decision making occurs in a context 

- support is needed for the range of tasks that occur in this 
context. 

. 

• Few situations permit use of prescriptive models of decision 
making. 

• Support systems should allow users to rely on strategies with which 
they feel comfortable. 

• In natural settings, requirements for support continually evolve. 
• The nature of the support systems should evolve to meet these 

requirements. 
• The result is evolutionary design. 



Chapter 1 7  

A Model to Support Development of 
Situation Assessment Aids* 

David Noble 
Engineering Research Associates 
Vienna, VA. 

SITUATION ASSESSMENT AND DECISION MAKING 

Recognition-primed decision making (Klein, Calderwood, & Clinton­
Cirocco, 1986) is a theory which accounts for observed decision perfor­
mance by proficient decision makers. In recognition-primed decision 
making, people identify, and sometimes select, promising alternatives 
because these alternatives seem to fit a particular type of situation. 
They assess the situation with respect to its possibilities for different 
types of actions, a process called situation assessment. 

This chapter describes a cognitive model for the initial phases of the 
situation assessment, the phases which correspond to the recognition 
part of recognition-primed decision making. During these phases an 
experienced decision maker interprets the meaning of the situation. 
He or she infers the reasons why the situation appears as it does, 
assesses the risks and opportunities inherent in the situation, and 
identifies the actions to minimize the risks and exploit the 
opportunities. 

Situation assessment is often the critical component of decision 
making. As described in Chapter 2, the Israeli general who decided to 
shoot down the Libyan airliner based his decision on an assessment of 
the aircraft pilot's intent. He inferred from the pilot's responses that 
the aircraft was on a terrorist mission. Similarly, the medical profes­
sionals selecting different treatments for the banker described in 

*This research has been sponsored by the Office of Naval Research, contract 
N00014-84-0484 and the Naval Ocean Systems Center, contract 87-D-3439. 
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Chapter 1 based their decisions on their situation assessments, which 
in this case were the different diagnoses concerning the cause of the 
banker's facial pain. Likewise, the fire chief who ordered his men to 
drop their efforts at suppressing the fire and to concentrate instead on 
rescuing building occupants based his decision primarily on his assess­
ment of the nature of the fire. 

Because an accurate situation assessment can be so important to 
effective decision making, decision aids that improve the quality of the 
situation assessment may significantly improve decision quality. Such 
situation assessment aids will help less experienced decision makers 
interpret a situation more as an experienced decision maker would, 
and can help an experienced decision maker under stress interpret it 
more as he or she would when not under stress. These aids help the 
decision maker notice those aspects of the situation that are most 
significant for its correct interpretation and that help suggest effec­
tive courses of action. 

Because computers can calculate aspects of a situation that cannot 
be directly observed and can emphasize selected situation features in 
ways that support selected types of judgments, situation assessment 
aids involving computers can depict situations in a manner that sup­
ports decision making much more effectively than would a literal, 
photograph-like depiction. In order to develop effective situation as­
sessment aids, designers must be able to identify those situation fea­
tures which should be computed and emphasized. The following cogni­
tive model can guide this process. 

A COGNITIVE MODEL FOR SITUATION 
ASSESSMENT 

Experienced decision makers interpret a situation by augmenting 
what they observe with other general information acquired through 
experience and training. The Israeli general used his understanding of 
how pilots behave to infer the aircraft's likely mission, the physicians 
used their experience

· 
about the symptoms of diseases to infer the 

illness causing the banker's pain, and the fire chief applied his knowl­
edge about different types of fires to select an effective course of 
action. 

The cognitive model for situation assessment describes an organiza­
tion of memory and an information-processing flow that explains how 
experienced decision makers use their previous experiences to assess a 
situation and identify promising actions. This model was developed as 
part of several research programs in decision making, man-machine

· 
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interface design, and computer-based situation assessment (Noble, 
Truelove, Grosz, & Boehm-Davis, 1989). Like the Klein RPD model, 
this model also proposes that goals, expectancies, cues, and actions are 
important in recognition-based action identification. It is more spe­
cialized and detailed than that model, however, for it attempts to con­
nect situation observables with assessment output. 

We believe that this model is both a reasonable representation of 
human situation assessment processes and a useful guide for develop­
ing situation assessment aids, because: 

• It was initially formulated from a literature review of data on mem­
ory organization, cognitive information processing, and expert 
problem-solving performance and was designed to be consistent 
with data in this literature. In particular, it is consistent with data 
supporting schema and exemplar theories of recognition matching 
(Rumelhart, 1980, 1984; Whittiesea, 1987), with data on exemplar 
models of classification (Kahneman & Miller, 1986; Hintzman, 
1986), and with models of human expertize (Chi, Feltovich, & 
Glaser, 1981). 

• It was formally evaluated as part of the Distributed Tactical Deci­
sion Making program of the Office of Naval Research (ONR) and, as 
described below, successfully accounted for subject's situation judg­
ments in these tests (Noble, Boehm-Davis, & Grosz, 1986). 

• It is the basis for a situation assessment computer system that has 
demonstrated many of the strengths of human situation assess­
ment during operational tests. 

• As described below, it was able to capture the expertise Navy opera­
tors use when they localize distant targets from ·ambiguous and 
uncertain target position and identity reports. 

Laboratory Evaluation of the Model 

In 1986, Engineering Research Associates (Noble, Boehm-Davis, & 
Grosz, 1986) performed several experiments to validate the model, 
which is summarized in Table 17.1.  According to the model, people 
evaluate new situations by comparing them with previously experi­
enced "reference" situations encoded in memory. These comparisons 
are not a rigid feature by feature similarity assessment, but instead 
make use of general world knowledge to interpret the significance of 
deviations between the new situation and the various stored reference 
situations. When applied to decision making, the reference situations 
are·previously encountered decision problems. 
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Table 1 7. 1 .  Summary of Recognition Model 

MEMORY ORGANIZATION 

Memory stores examples of previously solved problems. The stored representa­
rion specifies the problem, the problem solution, and environmental Indicators 
useful for predicting when that soluTion method will work. Each of These stored 
previously solved problems is called a "reference problem." 

Each reference problem has three rypes of components: objectiveJearures, 
environment features, and action features. Objective features chorOCTerize the 
problem, including its objectives. Aaion features specify the steps in the action 
to solve the problem. Environment feorures ore the cues That a solution meth­
od is likely to wor1-<;. 

Features may be represented at severol levels of abstracrion.-Concrere fea­
tures describe specific observable events or objects. Abstract features generalize 
the problem Type, problem solution method and environmental lndicatol'5 of 
the solution method's likely success. They allow recognition�based solution of 
new problems which resemble but ore not identical to previously experienced 
problems. 

The reference problems are organized as a parr -whole hierarchy. Details of 
summarizing features higher in the hierarchy ore represented by other detail 
features lower in the hierarchy. 

INFORMATION PROCESSING 

A promising problem solution method is identified when the environment and 
objecrive features of a stored reference problem match the environment and 
obJecrive features of a new problem sufficiently well. Features able to suggest 
a problem solution method are the problem solution cues. 

The initial evaluation of a potential solution method's applicability is an ac� 
tlvarton level. A candidate solution method is highly activated if all of its stored 
reference problem's environment features match those in the new problem. A 
possible solution method is less ocrivared if some of these indicators of success 
are not present. 

Matching observed and reference fearures may sometimes entail consider� . 
able sophisticated information processing requiring general wond knowledge. 

Otten not all of the environment fearures in the reference problem can t>e 
observed in the new problem. This accul'5 when information is incomplete or 
when some of the events on which the solution method depends hove nor yet 
occurred. When the success of a potemial solution method depends on them, 
unobserved environment features may define what new information Is re� 
quired. 

The match evaluation may not occur all ar once, but may toke ploce over 
time using on interplay of top-down context�driven and botTom�up data�driven 
processes. In botTom up processing observed features cue promising solution 
methods and test problem expectatlons. Top�down processing guides the cog� 
nitive processes needed to determine whether problem expectations are 
being met. 
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figure 1 7. 1 .  A barrier training picture. The barrier is the raw of black ships and 
submarines at the top of the figure. The group of white ships and submarines will 
attempt to pass through or go around the barrier. Subjects shown this picture were 
told that "the barrier is both long and solid. The ships at the two ends are 
sufficiently for aport to make the barrier difficult to go around. The platforms are 
close enough together through its entire length to make pc;>ssage through the 
barrier very difficult." 

, , , , , , , 

One phase of these experiments evaluated the model's ability to 
predict subjects' performance on barrier evaluation problems. Subjects 
(college undergraduates) were trained by being shown 10 different 
examples of stylized barriers. This training was intended to encode the 
required reference problems in each subject's memory. Figure 17.1 is 
an eXlj.mple of the training picture showing a "perfect" barrier, repre­
sented by the eight black enemy ships and submarines aligned along 
the top of the figure. The group of white ships and submarines in the 
center of the figure represents U.s. forces which will try to pass 
through or around this barrier. Each of the ships or submarines in this 
figure is a "platform." Subjects were told that this barrier has an 
effectiv�ness rating of 10. They were also told the reasons for that 
rating, expressed in terms of relevant barrier features. Some of these 
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features are "physical" (platforms are close together), and some are 
"functional" (passage through the barrier is very difficult). 

The other nine training pictures were similar to this one. Each 
picture depicted a different barrier composed of a row of ships and 
submarines. These barriers varied in the numbers �nd spacings of 
submarines and ships, but were otherwise the same. For each of these 
barriers subjects were given an effectiveness rating, expressed as a 
number between 1 and 10, and were told in what ways the. barrier was 
strong or weak. 

After training, the subjects were asked to rate some new barriers. 
The first 10 of these resembled the barriers seen in training, consist­
ing entirely of a row of ships and submarines. The numbers and spac­
ings of platforms in these barriers were new, however. Figure 17.2 is 
an example of one of these new barriers. The average subject rating for 
this barrier was 4.9. 

To test the model, the subjects' actual ratings were compared to the 
ratings which the model predicted they would make. For the initial 10 
test barriers, the average correlation between predicted and actual 
ratings was .86. One subject's correlation was only .43. The other 19 
subjects' correlations ranged from .83 to .98. 

. 

The subjects also were shown five additional barriers that differed 
from any that were shown during training. These were identical to five 
of the previously shown barriers, except that they were augmented 
with islands or peninsula. 

The model predicted that adding an island or peninsula to a barrier 
would significantly change the subjects' ratings of that barrier, be­
cause the model assumes that the subjects would use their knowledge 
about the general properties of barriers, ships, islands, and peninsula 
to adjust their estimates. The data confirmed this. In all cases; adding 
an island or peninsula to a barrier changed the subjects' ratings consid­
erably. Filling the gap in the barrier shown in Figure 17.2, for exam­
ple, increased the subjects' barrier effectiveness ratings from 4.9 to 
7.0. 

Furthermore, in four of five cases the model was able to quan­
titatively account for the subjects' responses by using the simple as­
sumption that subjects would evaluate the new barriers by replacing 
the island or peninsula by a functionally equivalent row of ships, and 
then comparing this new barrier to the ones shown in training. In the 
one case in which this simple rule did not account for the subjects' 
ratings, the islands' strengthening of the barrier by increasing its 
solidness appeared to be offset by their ability to shelter the penetrat­
ing ships from the barrier ships' gunfire. 
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Figure 1 7.2. A barrier test picture. The overage subject effectiveness raHng was 
4.9. 

, 
I 

Modeling Decision Processes in a Military Decision Task 

The laboratory tests validated the model's utility for explaining cer­
tain types of situation assessment judgments in a controlled experi­
ment. Of course, a few successful laboratory tests are not sufficient to 
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demonstrate the model's usefulness as a guide for situation assess­
ment aids to be used for real problems in complex and uncertain en­
vironments. To determine whether the model might be useful for this 
purpose, the Navy sponsored research to determine whether it could 
capture situation and decision elements important in .lln actual opera­
tional decision task, the resolution of report-to-track ambiguities. The 
representation of knowledge used by experienced operators perform­
ing this task was developed by working closely with Navy experts. At 
the completion of this research, these Navy experts reviewed the mod­
el and agreed that it reflected much of the knowledge they use in 
resolving report-to-track ambiguities. 

In this problem Navy operators attempt to localize and identify 
hostile ships from a sequence of situation reports. The- data in many of 
these reports are incomplete and uncertain. Frequently, the names of 
the ships to be localized are unknown, though ambiguous ship identi­
fication data will often be available. In addition, the positions of the 
ships are uncertain. Each ship's location is reported as a 90% contain­
ment ellipse. There is a 90% chance that the ship is within .the ellipse 
and a 10% probability that the ship is outside the ellipse., 

The position history of each ship is represented by a track. The line 
which connects the four ellipses at the left in Figure 17.3, for example, 
represents a track. Although this line seems to imply that the location 
of the ship was known with certainty, this is actually not true. In fact, 
the position of the ship could be estimated only roughly. What is actu­
ally known is that at the ship had a 90% chance of being somewhere in 
each shaded ellipse at the time labeling that ellipse. For example, 
when the time was 5 o'clock, the ship had a 90% chance of being 
somewhere in the leftmost ellipse. It also had a 10% chance of being 
outside the ellipse, and mathematically it has essentially no charice of 
being at the exact center of the ellipse. 

Although Figure 17.3 contains only a single track, normally several 
ships will be tracked at the same time. Each of these tracks summar­
izes a ship's position history and provides available ship identification 
data. 

Figure 17.3 is an example of a report-to-track ambiguity resolution 
problem. In this problem there is one ship being tracked, which is 
represented by the line, and a new report being considered for associa­
tion with an existing track, which is represented by the small dark 
ellipse. This ellipse is the 90% containment ellipse for a ship -refer­
enced by a new report. As in the other ellipses, there is a 90% chance 
that the ship is somewhere in this ellipse, and very little chance that it 
is exactly at its center. 

The operator's problem js to decide what to do with this report. 

J 
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Figure 1 7.3. An example af a report to track association problem. By drawing 
on similar previously solved problems, an experienced decision maker would not 
associate this report with this track. The proposed cognitive model explains such 
experience-based decisions. 

existing track 

1 = 1200 

.. 
1 = 0500 

• __ new report 
1 = 1300 

so miles 

Because there is no ship identity information in the report, the opera­
tor cannot be sure that this new report is a continuation of the track 
shown on the left. If it is, then he or she can use the information in the 
report to extend the track line to the next position at "t = 1300." If it is 
not, however, he or she must not extend the track, because this will 
convey incorrect information about the location of the ship that actu­
ally belongs to the track. Instead, he or she should use the report to 
start a new track, delete the report if it is erroneous, or associate it 
with some other existing track. 

In this case an experienced operator will decide not to associate this 
report with the existing track, blicause the position specified by the 
report looks too far from the last estimated position in the track. Al­
though the operator may feel that his or her decision was "intuitive," it 
was actually supported by extensive data in memory and sophisticated 
cognitive information processing to make use of that data. The follow­
ing model describes the· content and organization of data in memory, 
and the information processing that supports experienced-based deci­
sions such as this. 

Memory Organization to Support Alternative Identification 
and Evaluation 

A decision maker's previous experiences are encoded within memory in 
a way that enables these experiences to be applied to new similar 
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situations. Because a new situation rarely occurs in exactly the same 
way as any ofthese old ones, this memory encoding must accommodate 
differences between a new situation and any of the previously experi­
enced ones. 

In this model, each type of previously experienced problem is treat­
ed as if it is stored in memory as a separate reference problem. We 
acknowledge that this is a simplification, and that memory is likely to 
use a more efficient storage scheme than this. For example, similar 
reference problems may be "averaged" into single representations. 
Nevertheless, because this simplified representation is . functionally 
similar to other representations with more efficient storage schemes, 
we retain it as a useful framework for visualizing the cognitive pro­
cesses underlying human alternatives identification and evaluation. 

Each of these previously experienced reference problems is the men­
tal representation of the problem that existed at the conclusion of the 
solution process. Thus, the reference problems in memory include 
more than just the situations or problem statements. They also include 
the contexts of the problems, the problems' objectives, their solution 
methods, and other information useful for adapting these solution 
methods to future problems. Among this other information are the 
situation features useful for a quick initial evaluation of how well a 
previously used solution method will work in new situations. 

Figure 17.4 depicts three different previously experienced report-to­
track association problems as encoded within memory. Each of these 
reference problems includes three types of data: action features, objec­
tive features, and environment features. 

The action features specify one method for achieving the spe2ific 
problem solution goal specified by the objective feature. Each of the 
three reference problems depicted in Figure 17.4 has an associated 
action: associate by position fit for problem "a," associate by identity 
fit for problem ''b,'' and associate by overall fit for problem "c." These 
are general types of actions. By specifying actions at a general level, as 
illustrated in Figure 17.4, it is possible to represent all possible actions 
with relatively few stored reference problems. 

Our representation of expert knowledge for report-to-track ambigu­
ity resolution included only 15 to 20 general types of actions. Though 
more might be identified in the future, these 15 to 20 difference ac­
tions seem to represent all the possible general types of action which 
an expert can use to process an ambiguous platform position/identity 
report. Because these 15 to 20 actions constitute an exhaustive list_of 
possible report-to-track ambiguity resolution actions, an experienced 
decision maker can easily identify all possible problem solution meth­
ods to consider. He or she just selects from this list. 
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Figure 1 7.4. Examples of high level reference problems which guide report-to­
trock association decisions. 

Case a 

OBJECTIVE ENVIRONMENT FEATURES ACTION 

IDENTIFICATION EMITTER POSlTlON 

ASSOCIATE FIT FIT AT ASSOCIATE REPORT BEST BY WITH CANDIDATE OK OK excellent POSITION TRACK . -.-.--.--.. .. _ .. __ ._-_._-- _._-_ .. _-----_ . .. _ ... _._-_ .. _--
NEXT BEST FIT 
CANDIDATE 

OK or worse OK or worse poor 

Case b 

OBJECTIVE ENVIRONMENT FEATURES ACTION 

IDEHT1F1CATlON EMITTER POSlTlON 

ASSOCIATE AT AT FIT ASSOCIATE REPORT BEST excellent OK OK BY WITH CANDIDATE IDENTITY TRACK NEXT BEST OK or worse OK or worse FIT 
CANDIDATE 

poor 

Case c 

OBJECTIVE ENVIRONMENT FEATURES ACTION 

IDENTIFICATION EMITTER POsmON 

ASSOCIATE AT FIT FIT ASSOCIATE REPORT BEST BY WITH CANDIDATE good or better good or better good or better OVERALL TRACK --
medium or medium or medium or FIT CURRENT 

CANDIDATE worse worse worse 

The ability to represent all possible actions by a small number of 
basic different kinds of general 'actions is not unique to the report-to­
track ambiguity association problem, but is characteristic of many 
different types of problems (see Chi et aI., 1981, for another example). 

Objective features represent the specialized low-level goals which the 
decision maker hoped to achieve using the solution method designated 
by the stored reference problem. They are generalized solution meth­
ods. Generally, there are associated with any given kind of problem 
only a few different types of objectives. An operator resolving a report­
to-track ambiguity resolution problem will adopt one of four goals: 
associate the report with one of the old existing tracks, start a new 
track from the report, delete the report from the report data base, or 
defer action until additional information becomes available. Each of 
the reference problems in Figure 17.4 has the first of these as a goal: 
"associate r�port with track." 
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The environment features associated with each solution method spec­
ify criteria for adopting that solution method. These environment fea­
tures are the situation characteristics whose presence indicate wheth­
er or not that method will likely work. There are tl)ree important 
environment features to consider when deciding whether or not to 
associate a report with a track: identification fit, emitter fit, and posi­
tion fit. Identification fit measures the compatibility between the plat­
form identity data contained in the report and track. Emitter data 
refer to characteristics of radar and communications signals inter­
cepted from ships. Emitter fit measures the compatibility of the· emit­
ter characteristics intercepted from the ship represented by the track 
and the possibly different ship represented by the new report. Position 
fit is a measure of the geographic compatibility of the report and track. 

As indicated by the "best candidate" row in Figure 17.4, the "associ­
ate by position fit" reference problem specifies that, in order .to associ­
ate a report with a track on the basis of its position fit, the position of 
the platform specified in the report must closely match the position of 
the platform specified by the track. In addition, there must be no 
incompatibilities between the report and track estimates of platform 
identity and radars. An experienced operator whose memory contained 
this reference problem would know that reports can be associated with 
tracks on the basis of its position fit, what situation features are rele­
vant for deciding whether to take this action, and what characteristics 
of these features would indicate that this would be a correct action to 
take. 

The reference problems in Figure 17.4 have a second row in their 
environment features, "next best candidate." This row is needed be­
cause most report-to-track association problems are more complex 
than the one illustrated in Figure 17.3. When several different ships 
are being· tracked, the operator has more choices about how to dispose 
of a report. Besides considering whether to delete the report or start a 
new track, he or she must also consider which, if any, of the existing 
tracks to associate with the report. According to case a in Figure 17.4, 
he or she would associate a report with a track on the basis of position 
fit only if that report fits that track very well and does not fit any 
other track adequately. 

Abstract features. All of the features in Figure 17.4 are abstract. For 
example, the environment position fit feature shown in Figure 17.4 
provide an abstract criterion but does not specify how close the report 
and track positions should be in order to merit a value of "excellent 
position fit," "OK identification fit," and "OK emitter fit." These val­
ues cannot be directly observed but must be estimated from more con­
crete "surface" features. Surface features are the measurable or count-

, 

J 
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able physical properties of the situation. In contrast, abstract features 
may be a required capability of an object, or a broad class type, or a 
measure of how well an object can fill a role. Abstract features are very 
important in this model, for they enable each previous experience to be 
applied to many different new situations. 

Evaluation of abstract features. A decision maker evaluates these 
abstract features by accessing other data in memory, possibly also 
encoded as reference problems. In this example, the decision maker 
would have reference problems whose objectives are "evaluate position 
fit," "evaluate emitter fit," and "evaluate identification fit." The 
stored reference problems for "evaluate position fit" enable an experi­
enced decision maker to evaluate each of the situations depicted in 
Figure 17.5 by comparing each of these problems with a previously 
solved reference problem. 

Like the reference problems in Figure 17.4, the reference problems 
used to evaluate position fit also have environment and action fea­
tures. Their environment features include the report and track times, 
the size and overlap of ·the report and track 90 percent containment 
ellipses, and the pattern of platform movement suggested by the track. 
In Figure 17.5 case (a), for example, the reported platform position is 
so far from the track that the expert assigns the position fit to be 
"poor." In case (c), however, he or she assigns the fit to be "good" even 
though the centers of the reported containment ellipses in cases (a) 
and (c) are nearly the same. The difference, however, is that, in case (a) 
the ship's actual position is almost certainly inconsistent with the 
track, while in case (c), with its large uncertainty ellipse, the ship's 
actual position could easily be consistent with the track. 

Embedded part-whole· hierarchy. Because the reference problems 
used to evaluate the position fit environment features in Figure 17.5 
feed into the environment features of the reference problems shown in 
Figure 17.4, the position fit reference problems and general report-to­
track reference problems are organized as a part-whole hierarchy. 
Details of features higher in the hierarchy are represented in other 
reference problems lower in the hierarchy. 

Information Processing for Alternative IdentiJication 
and Evaluation 

According to this model people identify promising solutions to prob­
lems by comparing the properties of a new problem with the properties 
of previously solved ones. This match process may be complex. It is 
characterized by an interplay between top-down context-driven and 
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FIgure 1 7.5. Four examples of position fit evaluations. The labels an the left 
indicate how an experienced decision maker would evaluate the position fit of 
the track (ellipses connected by solid line) with the ambiguous report on the right . 

Case a 

Poor Fit 

Case b 

Excellent 

Fit 

Case c 

Good Fit 

Case d 

Fair Fit 

t = 1200 

t = 1200 

I ::  1200 

• 
new �eport 

t = 1800 

.. .. 

• 

50 miles 

new report 
t = 1800 

new report 
t ::  1800 

bottom-up data-driven processes, by interactions between feature rep­
resentations at different levels of abstraction, and, when required, by 
use of general world knowledge. These comparison processes may be 
automatic, and an expert may not be consciously aware of them. 
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Reference problems whose properties match those of the new prob­
lem become "activated." If all of the properties of the reference prob­
lem match those of the new problem, then the reference problem be­
comes "strongly activated." In that case, the decision maker would 
identify the reference problem's solution method to be very promising. 
If any of the properties of the new problem fail to meet the criteria 
specified in the reference problem, the decision maker would assume 
that the reference problem's solution method either cannot be used to 
solve the new problem or must be modified before it can be used. 
Sometimes a new problem may be solved in different ways. In that 
case, the new problem may activate several different reference prob­
lems in memory. 

The following discussion traces through the steps that an experi­
enced decision maker might have used in evaluating the example 
shown in Figure 17.4. 

7bp-down processing. In that example, operators have been given 
the task of resolving report-to-track ambiguities. Because this task 
always has the same objective, resolving report-to-track ambiguities, 
giving operators this task will weakly activate all reference problems 
with this objective. Each of these reference problems will specify a 
problem solution method and a set of environment features useful for 
determining the applicability of that solution method. 

The set of weekly activated reference problems identifies the asso­
ciated set of possible solution methods. These methods will include 
those shown in Figure 17.4: "associate by position fit," "associate by 
identity fit," and "associate by overall fit." Other activated reference 
problems will suggest additional possible actions, such as "initiate a 
new track from this report," ','defer action on this report," or "delete the 
report." ' 

The environment features of each of these initially activated refer­
ence problems specify properties that the new problem should have in 
order for that reference problem's solution method to work. Because 
they define what is relevant for selecting a course of action, these 
features direct attention and define information requirements. In or­
der to associate a report with a track on the basis of position fit, for 
example, the location of the track and platform must fit very well. 
Thus, when evaluating whether to adopt this method, a decision maker 
must determine the position fit of the report and track, a process that 
uses the position fit reference problems. 

Several previously solved position fit problems are illustrated in 
Figure 17.5. For the problem illustrated in Figure 17.3, the decision 
maker would compare (in his or her mind) the position fit in Figure 
17.3 with those in Figure 17.5, and would determine that the Figure 
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17.3 position fit most closely resembles the position fit illustrated in 
the top example in Figure 17.5. Because this reference problem identi­
fied that position fit to be "poor," the decision maker will conclude that 
the position fit in the new problem is also poor. Therefore, the position 
fit criteria for "associate by position fit" is violated, and the decision 
maker will decide that he or she cannot associate the report with the 
track by position fit. 

This sequence of first identifying a potential general solution, then 
identifying problem features relevant to this general solution, and 
finally accessing other reference problems useful for evaluating these 
problem features is called top-down processing. 

Use of general knowledge. Using the position fits in Figure 17.5 
to evaluate the position fit of the problem shown in Figure 17.3 re­
quires judgment and interpretation when the cases being compared do 
not match exactly. Consequently, the decision maker must evaluate the 
significance of the differences in these cases in order to decide whether 
the Figure 17.3 position fit should be evaluated to be "poor." The model 
for recognition assumes that such evaluations access relevant world 
knowledge, as described in Noble et al. (1989). 

As in the case of the island and peninsula added to the barrier 
problems used in the model's laboratory validation tests, this access to 
world knowledge enables decision makers to evaluate problems that 
differ from any that were previously experienced. For example, an 
experienced operator who encounters a platform whole velocity is 
greater than the velocity of any previously encountered platform coulc;l 
adjust his or her position fit estimate to reflect this greater velocity. 
The knowledge used to handle this novel situation is assumed not to 
reside directly in any of the reference problems themselves, but in­
stead to be in other knowledge structures easily accessed by these 
reference problems. This organization decouples specialized knowl­
edge needed to solve a particular type of problem from more general 
knowledge useful in many different problem solving tasks. 

Bottom-up processing complements top-down processing. Although 
not illustrated here, vivid observed features, such as nearly overlap­
ping report and track locations, can activate reference problems whose 
environment features include them. Identifying relevant reference 
problems from vivid surface features would fall in the category of 
"bottom-up" processing. Environment features activated from bottom­
up processing can serve as action cues because they identify the prob­
lem solution methods in the reference problems which they activate. 

The situation assessment model assumes that both top-down and 
bottom-up processing usually occur simultaneously. This combination 

, 
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often strongly activates just one problem. In that case, the observed 
problem is assumed to be of the same type as the activated reference 
problem, the reference problem solution method is assumed to be ap­
plicable to the observed problem, and any unobserved environment 
features are assumed to have characteristics consistent with those 
specified in the reference problem. Thus, besides defining information 
requirements and cueing actions, environment features can also pro­
vide defaults for unobserved situation features. 

Although this discussion is written as if an experienced decision 
maker deliberately and consciously follows a sequence of information 
retrieval and evaluation steps, the theory assumes that an expert often 

. does this almost automatically. He or she may evaluate the identifica­
tion, emitter, and position fit scores simultaneously, often without any 
conscious awareness of these judgments or of how he or she identified 
the promising problem solution methods that emerged from the 
process. 

APPLYING THE THEORY TO HELP DEVELOP 
SITUATION ASSESSMENT AIDS 

Decision aid interfaces that support situation assessment should help 
a less experienced decision maker to "see the problem through the eyes 
of an expert." They should help him or her to focus on the properties of 
a problem relevant for selecting problem solution methods and to eval­
uate these properties more like an expert would. 

In order to design an aid that helps operators "see the problem 
through the eyes of an expert," the designer must determine how the 
expert sees the'problem. According to the theory, when an expert sees 
the problem, he or she activates in memory reference problems that (a) 
identify promising courses of action, (b) indicate missing information 
that should be collected or situation ambiguities that should be re­
solved in order to select an action, and (c) provide action-related in­
ferences and interpretations of the observed situation surface fea­
tures. Consequently, if the aid designer could characterize an expert's 
reference problems, he or she could use this characterization to identi­
fy information that should be provided by the aid. 

There are two steps in an interface design methodology based on the 
model described in this chapter: (a) characterizing the set of reference 
problems used by experienced decision makers to solve a type of prob­
lem, and (b) determining ways to depict situation features to help in 
their correct evaluation. 
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Characterizing the set of reference problems used by experts re­
quires eliciting this knowledge from the experts. Because experts are 
sometimes not aware of the knowledge they use in solving a problem, 
structured knowledge elicitation techniques that help an expert identi­
fy this knowledge have been developed. In their 1981 paper, Chi, Fel­
tovich, and Glaser described one such knowledge elicitation procedure 
useful for determining the set of reference problems. In this process 
the expert is first asked to list the basic possible goals to be attained 
by solving the problem. He or she is then asked to list for each of 
these goals the basic different methods that each can be achieved, 
and to list for each of these ways the different conditions that should 
be present in order for each of these methods to work. Finally, he or 
she is asked to identify concrete problem observables useful for infer­
ring whether these conditions are actually present in any particular 
problem. 

This process identifies the general problem solution methods and 
identifies the environment features relevant to selecting one of these 
methods. The next phase of knowledge elicitation seeks to represent on 
paper specific reference problems, such as were illustrated in Figure 
17.4. Each of these reference problems specifies a problem objective, 
general solution method, and problem properties that indicate when 
that solution method should work. 

The next part of the interface design methodology is determining 
how to depict features so that operators will evaluate them correctly,. A 
cognitive theory, such as the one outlined in this chapter, cannot di­
rectly specify these methods, for feature evaluation depends on percep­
tual processing as well as cognitive processing. Nevertheless, the theo­
ry can guide this process. 

Figure 17.3, for example, can easily be redrawn to emphasize the 
poor position fit between the report and track. The small black circle 
marked "t = 1200" represents the 12:00 P.M. estimate of the location of 
the platform being tracked. The time of the report, however, is 1:00 
P.M. If an ellipse were added which displays the estimated platform 
location at at 1:00, then the drawing would convey position fit much 
better than Figure 17.3 does. In this case, the additional 1:00 P.M. gray 
track ellipse would not overlap with the small black report circle, 
thereby directly conveying a poor position fit. 

This same technique, redrawing a picture to emphasize important 
features and relationships, should help less experienced problem sol­
vers evaluate a problem more like an expert does. In each case, the 
interface developer uses the reference problems developed earlier to 
identify expert evaluations of key characteristics of a problem. 
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KEY POINTS 

• Situation assessment aids support recognition-primed decision 
making by computing and depicting situation features important 
for selecting a course of action. 

• A cognitive model for situation assessment describes an organiza­
tion of knowledge and information processing used by experienced 
decision makers in their situation assessments. 

• In this model various types of previously solved problems are orga­
nized as reference problems in memory. Each reference problem 
specifies the problem objective, general solution method, and situa­
tion conditions that indicate the applicability of the solution 
method. 

• During an assessment those reference problems that match the 
current problem are activated, and the problem solution methods 
associated with these activated reference problems become candi­
date actions. 

• A designer of situation assessment aids can identify information to 
be included in the aid by making explicit the reference problems 
which experts use to assess the problem situation and identify 
promising actions. He or she can evaluate the effectiveness of pre­
sented information by comparing novice operators' interpretations 
of the situation with the evaluations of experienced operators. 
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Classical decision theory, with its assumptions that there are "right" 
ways to make decisions and that these models or procedures can be 
applied over a wide range of decision situations, implies one view of 
decision-making training. From this standpoint, normative mod�ls 
and analytic techniques should be taught so that they can later be used 
in whatever decision-making situations the learner encounters. This 
line of reasoning has, in fact, had an influence on the training pro­
vided for fields such as military command, intelligence analysis, busi­
ness management, and medical diagnosis. 

In this chapter, we take a different stance toward decision-making 
training, motivated by the new view of natural decision making pre­
sented in the preceding chapters. After briefly examining the evidence 
regarding the trainability of formal decision-making models, we will 
move on to our primary purpose, which is to discuss the training im­
plications of the broader view of decision making taken by the authors 
in this volume. In doing so, we find that one consequence of studying 
decision making in naturalistic settings is that the distinction between 
decision making and other types of problem-solving behavior quickly 
blurs. Decision making is no longer conceptualized as a separate fOrIJl 
of cognitive activity, but is seen as falling within the general rubric of 
problem-structuring and problem-solving behavior. We gain insights 
for training from a research literature which has not been labelled 

"'The views expressed are those of the authors and do not necessarily reflect official 
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decision making but which clearly encompasses decision skills in natu­
ral tasks. We will summarize the implications of this literature con­
cerning how to train decision skills, and try to highlight some critical 
issues and requirements for future research. 

TRAINING BASED ON CLASSICAL 
DECISION THEORY 

Training Normative Models 

There have been many efforts to train decision-theory-based pro­
cedures both within the context of professional preparation (e.g., for 
business managers or military planners) and as part of less occupa­
tionally oriented courses in problem solving skills. Hayes (1980), for 
example, trained students in his problem-solving course to make 
choices among sets of apartments, constructed in such a way that each 
set contained several apartments that were actually .identical in terms 
of features. Students were more consistent in their evaluation of iden­
tical apartments after being trained in decision-making procedures 
such as additive weighting. Similarly, Beatty (1988) found that an 
hour of instruction in how to construct decision matrices and apply 
decision rules led to more consistent performance on decision making 
cases by a sample of 100 undergraduates. Venezuelan seventh graders, 
given units on decision making as part of a year-long course in think­
ing skills, improved their performance on specially designed measures 
of the trained ,decision skills (Herrnstein, Nickerson, Sanchez, & 
Swets, 1986). 

There is little doubt that normative procedures for use on specific 
types of problems can be trained (although some of them are quite 
complex and require extended periods of instruction). The more perti­
nent question regards the generality and durability of training 
effects-whether there are positive effects on subsequent decision 
making in natural tasks outside the classroom. We were unable to 
identify any studies in which the experimenter not only trained nor­
mative decision-making procedures but also tested their transfer to 
real-world decision tasks. Certainly, studies of decision makers in real­
life settings suggest that the formal models taught in professional 
programs do not get used on the job by most business managers (Isen­
berg, 1984; Mintzberg, 1975), financial analysts (Paquette & Kida, 
1988), or medical diagnosticians (Alemi, 1986; Elstein, Shulman, & 
Sprafka, 1978). 

Although failure to find training transfer is hardly unusual, there 
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are good reasons to suppose that transfer of such formal- decision­
making procedures will be especially problematic. Both the circum­
stances under which such models are taught and practiced, and the 
models' implicit view of the decision-making task, are inconsistent 
with much real-world decision making. As discussed by Orasanu and 
Connolly in Chapter 1, real-world decision tasks are typically much 
less well defined than laboratory and school decision tasks. In many 
cases, the decision maker does not conceive of his or her task as one of 
"choice." Even when the task does involve a selection; much effort may 
be required simply to identify the alternatives available. Information 
is likely to be partial, ambiguous, and require effort to obtain. Further, 
much of the information may resist the quantification required for 
implementing formal decision models. Rather than being an abstract, 
independent task, a real-life choice will be embedded in a web of cross­
cutting activities, goals, and 'emotions. It is not that the normative 
models are incorrect, but just that they are far more limited in their 
applicability than many of their advocates seem to recognize. 

A large part of the reason that training in normative decision­
making models does not endure in practice is probably attributable to 
the fact that such models are not very usable if the decision must be 
made under the kind of time constraints found in many natural set­
tings. Zakay and Wooler (1984) trained university students to . appty 
multiattribute utility procedures to the task of selecting an appliance 
for purchase. The training led to more optimal decisions (according to 
the MAU model) when decisions were made with no time pressure, but 
produced no benefits for the conditions where decisions had to be made 
with either moderate or severe time constraints. Payne, Bettman, and 
Johnson (1988) found that, under time pressure, a number of heuristic 
choice strategies are more accurate than attempts to apply a truncated 
normative model, and subjects adapt their decision strategies in rea­
sonable ways when placed under time constraints. 

Finally, people appear to judge many of the formal models as requir­
ing more effort than they are worth. After reading descriptions of five 
decision-making techniques, the majority of the graduate students 
studied by Means (1983) said that they would not use models based on 
multiattribute utility theory in making a real-life decision such as 
which car to buy. The chief criticism of multiattribute utility ap­
proaches was that they are too "complex, difficult, and time­
consuming." Along similar lines, Elstein et al. (1978) and Simon (1976) 
attribute the failure of physicians and business managers, respec­
tively, to use formal decision models to unwillingness to take on the 
required cognitive processing load. Lave, Murtaugh, and de la Roche 
(1984) document the variety of alternative strategies people develop 
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for comparing the value of two substitutable products of different size 
and cost to avoid having to do formal arithmetic. If many people are 
unwilling to do division to make real-life decisions, how likely are they 
to apply multiattribute utility models? 

Bias Reduction Training 

A second thread of training research spawned by traditional decision 
theory studies is work aimed at reducing or eliminating decision biases 
such as overconfidence, representativeness, and hindsight (but see 
Cohen, Chapter 3, for a critique of this concept). In this case, rather 
than teaching a new set of procedures, the training designer is trying 
to extinguish natural or intuitive ways of thinking. As one might 
expect, this appears harder to accomplish. 

Tolcott, Marvin, and Bresnick (1989) found that a combination of 
instruction and provision of a decision aid reduced but did not elimi­
nate the confirmation bias of military intelligence analysts. Bukszar 
and Connolly (1988) provided training to overcome hindsight bias in 
students' analyses of business cases, but were unable to do so. Choo 
(1976) provided calibration training to assessors and obtained little 
improvement and no generalization. Lichtenstein and Fischhoff (1980) 
provided subjects with extensive calibration training. They obtained 
imprQvement between the first and second sessions of training but 
found only modest generalization to some external tasks and no gener­
alization to others. 

Although there is not an extensive literature systematically testing 
the effects of various training strategies on bias reduction, the avail­
able research does not inspire optimism about this kind of training. 
Most typically, bias reduction training produces some reduction but not 
an elimination of the bias within the experimental task and limited 
generalization to other experimental tasks. With such small effects 
within the experiment itself, it is unlikely that such training would 
have enduring effects on real-world tasks. Certainly, within the deci­
sion bias literature there is ample evidence of bias in experienced 
practitioners who have had plenty of practice (Fischhoff, 1982). 

Summary 

The training research stimulated by decision theory does not produce 
optimism about prospects for general training to make people into 
good decision makers. Although prescriptive models based on quan­
tifying utilities can be trained, there is little indication that, when 
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they are successfully taught within the classroom, they will have a 
positive impact on real decisions. Training aimed at eliminating deci­
sion biases has had mixed success, but again, when improvements are 
obtained, they tend to be of limited generality and duration. 

However one assesses the track record of such training approaches, 
we would argue that this view of decision-making training is inap­
propriate' if we want to understand and facilitate decision activities in . 
natural settings. Decision making is a critical component within tasks 
such as diagnosis, negotiation, design, situation assessment, and com- ' 
mand and control. In many cases, the context within which these tasks 
are performed precludes the use of formal models, no' matter how well 
trained. This is not to say that there are not situations where the 
assumptions for a multiattribute utility approach are reasonably well 
satisfied, and conditions permit its use. However, our emphasis here is 
on exactly those tasks and situations that have not been conducive to 
the application of normative approaches. Our starting point is the ' 
tasks themselves and the study of how they are actually performed� 
rather than an a priori formal model of decision making. From this 
vantage point, we find that we know something about the nature of 
expertise in these domains, and how it can be acquired. As our view of 
what constitutes a decision has broadened, we can appreciate the rele­
vance of the literature on the nature of expertise, and expert-nov'f�e. 
differences in a wide range of cognitive tasks. 

EXPERT-NOVICE DIFFERENCES 

In cognitive psychology a whole research tradition has developed based 
on detailed comparisons of experts and novices in specific domains. 
The tradition began with deGroot's classic study of chess masters. In 
trying to understand the basis for the masters' ability, deGroot 
(1965/1978) and later Chase and Simon (1973) compared the masters 
to less expert players in terms of their memory abilities, the depth of 
their planning (number of moves ahead), and so on. None of these 
characteristics accounted for the chess masters' expertise. More than 
anything else, what set them apart was their ability to look at the 
complex display provided by dozens of pieces on a chess board and to 
see it in terms of a few meaningful chunks. In contrast, if the chess 
board contained a random array of pieces, chess masters were no better 
able than other subjects to reconstruct the configuration after a brief 
viewing. Chase and Simon (1973) attributed the masters' skill at recon­
structing meaningful chess configurations to the fact that, through 
experience, they have come to perceive the display in terms of highly 
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familiar patterns. Also through experience, the master comes to aSSQ­
ciate a few moves with each pattern, so that these come rapidly to mind 
and the master does not need to go through a random search-and-test 
process for all possible moves. 

This line of research has been replicated and extended in fields as 
diverse as physics (Chi, Feltovich, & Glaser, 1981; Larkin, 1983), sta­
tistics (Schoenfeld & Herrmann, 1982; Xu, 1987), computer program­
ming (Adelson, 1981), music (Sloboda, 1976), baseball (Chiesi, Spilich, 
& Voss, 1979), radiology (Lesgold, Feltovich, Glaser, & Wang, 1981), 
and basketball (Allard & Burnett, 1985). A common theme in this 
work has been the importance of the expert's knowledge base. This 
goes beyond the obvious fact that experts "know more" than novices do. 
As expertise grows, individuals come to know things differently. Thus, 
an expert and a novice radiologist confronted with an x-ray do not see 
the same event. Often much of the expert's knowledge is tacit; the 
expert sees the world through these categories without necessarily 
being aware of them. Associated with the problem categories are spe­
cific problem-solving procedures or strategies. Thus, when the catego­
ry is perceived, the expert is predisposed to act in a certain way. 

As individuals gain in knowledge, their abilities to chunk informa­
tion, to recognize a familiar pattern, and to attend to critical indicators 
while ignoring less important features all become increasingly fine 
tuned. Cognitive psychologists tend to think of this process in terms of 
the proceduralization of declarative knowledge (Anderson, 1985). That 
is, in the first stage of acquiring expertise, an individual acquires 
factual knowledge about the domain. If confronted with a problem, the 
learner attempts to apply general, "weak" strategies, such as means­
ends analysis, to the knowledge available. Through repeated attempts 
of this nature, general strategies become particularized to fit the do­
main, and production rules linking actions to specific situations be­
come compiled into larger and larger units. 

This theoretical model of skill acquisition has several important 
implications. First, expertise is domain specific. Although we have 
often tended to think of general skills as "higher," experts do not use 
general problem-solving procedures (Le., means-ends analysis) when 
dealing with the content customary to their work. Instead, they employ 
more powerful domain-specific methods tailored to their field. Second, 
the expert's knowledge is highly proceduralized-it is linked to action 
and conditions of applicability. It is difficult to separate what an expert 
knows from how he or she uses that knowledge. 

Studies of expert and novice performance in field settings corrobo­
rate the position that the two groups are distinguished by how they use 
their domain knowledge rather than by the ability to use general or 
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weak problem-solving methods. For example, in a study of Air Force 
avionics technicians, Glaser et al. (1985) found that skilled and less 
skilled troubleshooters do not differ in terms of planning or systemat_ 
icity per se. Large differences do appear, however, in the ability to 
relate symptom information to a representation of the problem that 
can then guide the selection of specific troubleshooting actions. 
Lesgold et aI. (1981) compared the performance of 5 expert radiologists 
to that of 18 radiology residents as they examined X-rays and made 
diagnoses. Differences between the two groups lay more in patterri 
recognition and the ability to build a rich mental representation of a 
particular patient's anatomy based upon the x-ray than in the decision 
processes that were imposed. 

A recurring theme of the detailed analyses in specific domains is 
that the effective decision maker is distinguished by an ability to 
frame the problem well. Recent research on decision making in opera­
tional settings (Calderwood, Crandall, & Baynes, 1988; Crandall & 
Calderwood, 1989; Lipshitz, 1989) comes to the same conclusion. Klein, 
Calderwood, and Clinton-Cirocco (1986) report that their fire ground 
commanders, rather than generating multiple options and weighing 
their attributes, react to a situation in terms of highly familiar pat­
terns associated with certain actions. If time permits, commanders 
used an apparently imagery-based consideration of the implications of 
the planned action, "watching" it unfold in the present context to 
watch for any complications. The explicit consideration of more than 
one alternative at a time was more characteristic of novices than of 
experts. Similarly, Lipshitz (1989) concludes that the Israeli army of­
ficers he studied make decisions by matching a situation to an associ­
ated action, considering whether there are any problems with the an­
ticipated action, and executing it if there are not. Decision making in 
these environments appears to be determined by the nature of the 
individual's experience, the patterns that are recognized, and associa­
tions between patterns and actions. 

When we move to a consideration of decision making within natural 
contexts of the sorts described above, it becomes apparent that the 
decision itself is only one part of task performance. Given the limited 
processing capacity of humans and the complexity of these real-world 
tasks, it is clear that a person's ability to make and execute good 
decieions is going to be affected by his or her ability to execute the 
other components of the task. 

The deleterious effects that incompletely acquired supporting skills 
can have on decision making in a complex task have been observed 
many times. For example, in studies of avio�ics technicians of varying 
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degrees of experience and expertise (Means & Gott, 1988), it appears 
that expert and less-than-expert technicians use the same decision 
rules, but less-expert technicians often end up applying the rules to the 
wrong content because of difficulties they have in executing other 
aspects of the task. Given a component that is not producing the ex­
pected signal, for example, both the expert and the less-expert techni­
cian might want to find out whether the component is getting a control 
signal from the computer. If not, both would reason that the compo­
nent itself is not at fault. But tracing electronics schematics is a very 
complicated, painstaking process. And it was common for less expert 
technicians to get so caught up in trying to trace data or signals 
through page after page of detailed schematics that they forgot what 
inference they were going to make once they got the desired informa­
tion. This problem of cognitive overload is a critical issue in many of 
the real-world tasks involving decision making. 

IMPLICATIONS FOR TRAINING NATURAL 
DECISION TASKS 

Real-world tasks differ from the one-step choice decisions connoted by 
classical decision models along many dimensions. First and foremost, 
decision making is not a task. The fireground commander does not set 
out to "make a decision," he sets out to control a fire. Obtaining this 
goal requires making many decisions, but decision making is part of a 
larger activity, not an end in itself. Thus, the commander must make a 
whole string of decisions, each of which is part of a decision-action­
feedback loop. This means that the decision-making process requires 
flexibility because the situation, or the decision maker's understand­
ing of it, can change dramatically as events evolve. 

In such complex task contexts, problems are ill structured. The deci­
sion maker will typically have multiple goals (e.g., "save the building," 
"protect my men") ' which may or may not be mutually compatible. 
Multiple problems are likely to compete for the decision maker's atten­
tion. There may be time pressure and stress related, not only to the 
workload, but also to knowledge of the magnitude of harm associated 
with a negative outcome. In most cases, execution of the action will 
involve multiple people, who may also be involved in providing feed­
back and in making decisions. 

In this section, we consider these features of naturalistic decision­
making tasks and draw implications for decision-making training. 
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Dl-Structured Problems 

In contrast to the laboratory study of decision-making processes, deci-� 
sions in natural contexts are embedded in a wider context. There are 
often one or more problems within this task context, and recognizing 
and defining those problems can be far from trivial. We have argued 
above that the literature on expertise suggests that, through years of 
experience and thousands of trials, experts build up a set of patterns 
for organizing information in their domain. The expert comes to see 
the world in terms of these patterns. This not only reduces the work­
load required to get information from the environment and store it in 
memory, but also facilitates rapid action, because certain plans or pro­
cedures have become strongly associated with certain patterns. 

Given that pattern recognition is important, the training issue is, 
How do we build up such patterns? The main thing we know about 
doing this is that it appears to take many practice trials (Lesgold et aI., 
1981; Schneider, 1982). This does not mean that training cannot be 
designed to facilitate and speed up the process (Vidulich, Yeh, & 
Schneider, 1983). Simulation offers great advantages here, because it 
can (a) present problems that are designed around patterns that are 
common and useful in expert reasoning, and (b) provide many ,more. 
trials than would occur naturally. Although we may agree with the old 
saw that "experience is the best teacher," the real world is not neces­
sarily the best source of learning experience. 

This can be illustrated by examples from any number of real-wpr1d 
training programs. For example, it takes nearly 3 years to train an air 
traffic controller, largely because there has been little or no simulator 
practice available to students, so they must acquire and practice skills 
in on-the-job training (as they are controlling real aircraft). Since they 
are dependent on the real world for their training experience, at air 
traffic control facilities with low amounts of traffic for large periods of 
the day, a student may go for weeks before encountering enough traf­
fic to get any meaningful training. On the other hand, the student may 
be assigned to control a sector of airspace that undergoes such an 
increase in the quantity and complexity of air traffic that it is far 
above a difficulty level where he or she can be acquiring new skills. 
Simulation offers the attractive alternative of being able to provide 
many, many practice problems, designed to build up recognition of 
patterns, and consistently adapted to the student in terms of difficulty 
level and instructional purpose. l 

An additional advantage of simulation is that it makes it possible to 
provide more practice trials in a fixed amount of time, One method of 
doing this is by artificially compressing time. Vidulich et al. (1983) did 



Training Decision Makers for the Real World 315 

this for an air intercept control task and demonstrated both that they 
could increase the number of trials provided within a given time period 
by many fold, and that the compressed-time training led to superior 
task performance. 

Another way in which simulation can provide more practice trials is 
by eliminating aspects of the task that are time consuming but of little 
instructional value. For example, Lesgold, LaJoie, Bunzo, and Eggan 
(1988) argue that they can provide as much troubleshooting training 
in 25 hours on their automated training system (SHERLOCK) as an 
Air Force technician would encounter in 4 years on the job. This is 
because on the job (a) the equipment to be maintained doesn't fail all 
that often; (b) when the equipment does fail, there are thousands of 
ways in which it could happen, so any one type of failure is relatively 
rare; and (c) when a technician does get involved in diagnosing and 
repairing one of these difficult problems, much time is spent in me­
chanical actions and waiting for test results. On the automated tutor, 
the student call be exposed to dozens of difficult problems in a week, 
because solving the diagnostic problem does not require task compo­
nents such as having to attach 15 cables and wait for 4 hours for a set 
of automated tests to run to find out whether this action had any effect 
on the fault. Thus, much more of the student's time can be spent in the 
process of diagnostic decision making, . and he or she can get many 
more practice trials designed to build up recognition of problem 
patterns. 

In addition to the need to provide lots of practice, a training program 
for decision making in ill-structured problem domains often faces the 
additional complication that many natural decision tasks do not offer 
clear, timely feedback. As described in Chapter 1, there is no single 
correct decision in many situations. Nor is there any way for the deci­
sion maker to know whether a better outcome would have resulted 
from an alternative choice. For such cases, the training designer will 
have to seek reasonable criteria for judging whether a decision is ac­
ceptable. One strategy is to allow student decision makers to compare 
their solutions to those of one or more recognized experts. In other 
decision-making tasks, there are easily specified criteria for decision 
quality (e.g., mortality rates) but the consequences of a decision are 
either so slow in being felt or are affected by so many external factors 
that they do not function effectively as instructional feedback. For 
example, in the air intercept task studied by Schneider and his associ­
ates (Schneider, 1985), the natural feedback is the distance by which 
the aircraft misses its target. However, in real time, this feedback is 
not available until 5 minutes after the trainee has issued the command 
for a tum. Moreover, errors could be caused by misjudging the wind 
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velocity, misjudging the initial heading, or misjudging the rollout for 
the turn. Instructional interventions can be designed to address this 
problem by decomposing the task and giving explicit feedback on indI' 
vidual components in a timely fashion. Schneider (1985) used compu­
ter graphics and time compression to give prompt feedback for each 
task component and eliminate time when the trainee would be pas­
sively watching the screen as the aircraft moves through its trajectory. 

Action/Feedback Loops 

Natural decision making is not an isolated activity but occurs in the 
context of complex diagnostic, command and control, design, and plan­
ning tasks. As described in Chapter 1 ,  the decision task is not a matter 
of making a single choice at one point in time but rather involves a 
whole series of actions or decisions, each of which affects the external 
environment (or the decision maker's understanding of it) in ways that 
influence the decisions that are made subsequently. The quality of 
performance will depend, not just on the procedures used to integrate 
information or the nature of the decision rule, but also on the decision 
maker's ability to execute other components of the task and to coor!!i­
nate the entire process. Because human processing resources are limit­
ed, poor performance on one aspect of task performance can disrupt 
the outcome, no matter how well the decision rule or decision process is 
mastered. Task performance requires, not just mastery of individual 
task components, but also the ability to orchestrate those components 
into a smooth performance. 

The training implication is that the decision component of these 
tasks should not be taught just in isolation. It needs to be trained 
within a meaningful (but not necessarily whole) task context, so that 
the student can learn to make decisions at the same time that he or she 
is executing other components of the task. In this way, the student gets 
practice combining decision making with the other required task com­
ponents and learns more about the domain at the same time that 
decision skills are being exercised. 

Complex Thsks, Multiple Goals, and Uncertain Environment:=+ 
Heavy Workload 

Like the fire command task described by Orasanu and Connolly in 
Chapter 1,  many natural decisions occur in the context of complex 
tasks that feature, not only the kind of series of action/feedback loops 



. 

Training Decision Makers for the Real World 3 1 7  

described above, but also multiple goals and dynamically evolving en­
vironments. All of these features increase the mental workload experi­
enced by the task performer. A pilot has to maintain control of the 
airplane, monitor instruments, and handle ongoing radio and cockpit 
communication. Conditions can and do arise under which each of these 
activities becomes problematic, demanding a large share of the pilot's 
attention. If the pilot is to have adequate resources for identifying 
problems and evaluating alternatives, none of these subtasks can be 
allowed to consume all of his or her attention. 

During early stages of iearning, this level of task complexity can be 
too much for trainees. At a time when they are having difficulty dis­
cerning any meaningful patterns in the data presented, they can feel 
bombarded by a bewildering array of information, goals, and uncer­
tainties. An instructional technique for reducing mental workload 
during early portions of training is scaffolding. This involves having 
the instructor or instructional system take over portions of the task­
for example, keeping track of information obtained thus far and ac­
tions that have been tried-while the learner works on the rest of the 
task. In this way, the trainee is able to practice the whole task with 
assistance at a much earlier stage than would be possible without the 
scaffolding. As the trainee acquires competence, the scaffolding is 
gradually removed. 

An importan.t theoretical concept for the design of training for tasks 
that must be performed under high workload is the distinction be­
tween automatic and controlled processing (Schneider & Shiffrin, 
1977). Controlled processing is slow, usually serial, under the subject's 
conscious control, and requires attentional resources, thus reducing 
the resources available for any other activity. Automatic processing is 
rapid, relatively effortless, and can occur without conscious attention. 
Automatic processing thus can be done in parallel with other activities 
with no detriment to them, an important advantage in complex, high­
workload tasks. 

Achieving automatic performance on a task component requires 
hundreds or even thousands of practice trials and means training far 
beyond the level that is generally accepted as mastery. Moreover, auto­
matic processing is possible only for task components for which the 
subject's response to � class of stimuli is consistent from trial to trial. It 
is not possible where no consistent relation exists, excluding those task 
components that involve problem solving or novel decision making. 

We are not arguing that decision making per se should be trained to 
automaticity-this would be counterproductive, since there will al­
ways be variations among situations, and the decision maker must 
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attend to them. Rather, we are recommending that task components 
that must be performed synchronously with making decisions should 
be automated wherever possible. Automating these components will 
reserve limited mental resources for the decision-making portions of 
the task that require flexibility. 

The recommendation to provide many practice trials on task compo­
nents that can be automated should not be construed as implying that 
most training should be on single task components. Rather, we recom­
mend that part-task training be alternated with training within a 
wider task context, so that the student does not lose sight of the rela­
tionship between the component and the task as a whole. Schneider 
and Detweiler (1988) have demonstrated that there is an advantage to 
providing practice on at least two task components at a time rather 
than practicing each alone. Transfer from this kind of training to the 
full task is better than transfer from training of each individual com­
ponent to the full task. In their view, this is because practice with 
multiple task components requires the student to learn and practice 
strategies for task shedding, delay, shortening task components, 
chunking components, and so on. If students practice only one task 
component at a time, they may learn to perform components by using 
strategies that are easy to acquire but involve high workload to ex­
ecute. Training that requires simultaneous performance of multiple 
task components forces students to abandon these strategies for less 
resource�intensive ones. "'" 

A similar argument is made by Gopher and his colleagues (Gopher, 
Weil, Bareket, & Caspi, 1988a). Based on their work training high­
workload tasks, they conclude that (a) mere experience on complex 
tasks is insufficient to produce effective performance, because many' 
performers hit upon suboptimal strategies that permit survival but 
fall short of the performance of which they're capable; (b) subjects can 
be taught better attention allocation; and (c) this capability will trans­
fer to new situations. 

In research on students in the Israeli air force flight school, Gopher 
et al. sought to teach attention allocation skills through a microcompu­
ter game. The game was designed to include decision making and 
resource management in a complex task context, including complex 
visual scanning, manual control, and short- and long-term memory 
requirements. Students who received just 10 hours of practice on this 
game subsequently had a 30% higher probability of successfully com­
pleting flight school than those with no game experience. Gopher et al. 
attribute the success of the computer game to its ability to teach time­
sharing and workload management skills. 
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Time Stress and High Stakes 

Numerous studies show that, under time pressure, people use less 
information in making choice decisions (Wallsten & Barton, 1982; 
Wright, 1974; Rothstein, 1986). Decision making under these condi­
tions can be shown to be suboptimal in the sense that choices do not 
correspond to the outcomes of multiattribute utility models. The an­
swer to this problem does not appear to be more training in MAU 
models, however. The Zakay and Wooler (1984) study cited above 
showed that training in MAU methods does not increase the quality of 
subject decisions if they must be made under time stress. Moreover, if 
decisions made under time pressure with alternate decision heuristics 
are compared, not to the outcome of a perfectly executed MAU pro­
cedure (the theoretically optimal choice), but to the actual outcome of 
an MAU procedure executed under time limits, it turns out that an 
MAU approach is not ideal under time stress. Payne et al. (1988) 
showed in a set of Monte Carlo task simulations that alternative mod­
els, using less information, produce better results than a truncated 
multiattribute utility approach when time is limited. Moreover, when 
Payne et al. had human subjects choose gambles under the same condi­
tions tested in the simulations, they found that subject behavior corre­
sponded quite well to the optimal strategies identified by the simula­
tions. Under moderate time pressure, subjects used the same decision 
strategies they had employed when given unlimited time, but acceler­
ated the procedures. Under severe time pressure, they changed strat­
egies and focused on a subset of the information provided. The strat­
egies they used were generally among the best for those task 
conditions (according to the Monte Carlo simulations). 

In many natural decision-making tasks, the degree of time pressure 
varies. Thus, there will be periods where more deliberate decision pro­
cesses and more elaborate analyses are possible. At other times, the 
decision maker must be able to act quickly. It seems reasonable to 
suppose that there may be advantages to normative approaches and 
more analysis of alternatives when time is available (provided that the 
information requirements of the models are met), but the decision 
maker needs to know when to abandon time-consuming strategies in 
favor of more expedient decision making. Training can explicitly ad­
dress the speed/accuracy tradeoff issue, providing practice and feed­
back in adapting to changing time pressure. 

Other types of stress, such as concern about the high stakes riding 
on the decision outcome, potential emergency conditions, fatigue, or 
physical discomfort, can affect decision-making performance as well 
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(see Driskell & Salas, 1991). Under stress, the likelihood of making 
serious errors increases. People ignore relevant information, make 
risky decisions and perform with less skill (Foushee, 1984; Keinan{ 
1987). 

An implication of the fact that many decisions involve high stakes 
and must be made under stress is that training should include exten­
sive practice to overlearn key behaviors, as demonstrated by Driskell 
and his colleagues (Driskell, 1984; Driskell, Hogan, & Salas, 1987; 
Driskell & Salas, 1991). However, the Zakay and Wooler (1984) finding 
that practice without time pressure did not enhance decision making 
under time constraints, suggests that, if decision making is likely to be 
required under time pressure 'or other stressful conditions, practice 
should include task performance under those conditions (or their simu­
lation). Adding time pressure is usually quite easy. It is more difficult 
to simulate the sense of life and death involved when one is deciding 
whether or not to shoot down an aircraft that could be either an F-16 
attack mission or a confused civilian airliner. Although it may never 
duplicate the real experience, simulation can provide reasonable ap­
proximations of this kind of stress and has been successful in a variety 
of military applications. For example, Krahenbuhl, Marett, and Reid 
(1978) found that simulator pretraining reduced the in-flight stress 
experienced by student pilots. 

Qaution should be maintained, however, in introducing stress into 
training programs. Submitting the student to an excessively str,!'ssful 
environment is not only questionable on ethical grounds but 'is also 
ineffective in that it disrupts learning, particularly during stages 
when new concepts or strategies are supposed to be acquired. Deter­
mining when to introduce stress, and how much stress training is 
necessary, is still an art. 

Another complication is the difficult of defining stress objectively. 
Fitts and Posner (1967) equate stress with information overload. There 
have been ample demonstrations that a person's sense of information 
load depends on the number of separate pieces of information to be 
dealt with, not the amount of information per se. Thus, the same input 
seems much more manageable to an expert who perceives it in terms of 
meaningful patterns than to a novice who has no organizing structure. 
The implication is that stress is a subjective variable, and that the 
same task conditions may stress some students but not others. So, if we 
are training students to perform under stressful conditions, we want to 
insure that stress and workload are neither too high nor too low for 
each student individually. 
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Many real-world decisions are made in the context of tasks performed 
by a group or team of people. Resnick (1987) describes a nice example 
supplied by Ed Hutchins from his work for the Navy. When a ship is 
piloted into or out of San Diego harbor, six different seamen are in­
volved. 'l\vo stand on deck and take visual sightings of designated 
landmarks, using devices that give exact headings. These readings are 
called out to two other sailors, who telephone them to someone on the 
bridge. That person repeats them for confirmation and records them in 
the ship's log. Another seaman uses the headings, along with naviga­
tional tools, to plot the ship's position on the chart and project where 
the ship will be at the next fix. These computations are used to decide 
what landmarks should be sighted by those on deck, starting another 
cycle. Thus, the decision making uses information provided by many 
people and also sets up their next actions, which will in tum feed into 
subsequent decisions. 

Individual skill proficiency appears to be a necessary but not a suffi­
cient condition for effective teamwork. McIntyre, Morgan, Salas, and 
Glickman (1988) argue that teamwork is something more than work 
accomplished by a group. Team members must interact, work toward 
shared goals, and adapt to environmental demands to meet those 
goals. Teamwork involves the behaviors of monitoring, feedback, com­
munication, and backing each other up (Salas & Morgan, 1989). 

Research on team decision making is described in Chapters 19 and 
20. Although teamwork is widely acknowledged to be important, ques­
tions remain regarding how to obtain it. There have been few empiri­
cal studies of team training strategies or design (Salas et aI., 1991). 
Studies that are available generally describe what happens in a team 
or report correlations between performance level and selected vari­
ables such as team size. The work has not generated a set of findings 
that can be used to design training for team performance (Dyer, 1984; 
Hall & Rizzo, 1975). However, interest in this topic is on the rise, and 
some new work is analyzing the functioning of more and less effective 
teams in great detail. For example, analyses of recordings of commer­
cial airline cockpit crew interactions suggest that crews that make few 
errors spend more time framing problems and justifying their deci­
sionsl engage in more contingency planning, and manage time and 
human resources better (Orasanu, 1990). Such findings have implica­
tions for skills that should be included in training for tasks involving 
team decision making. 
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Organizational Goals and Norms 

Orasanu and Connolly point out in Chapter 1 that much decision mak- ­
ing occurs in an organizational context, and that the organization in­
fluences decisions both directly, by stipulating standard operating pro­
cedures, and indirectly, through the organization's no�ms and culture. 
While incorporating standard operating procedures into a job training 
program is straightforward, the more elusive norms and values of the 
organization are normally acquired through incidental learning. In a 
study of Xerox maintenance technicians, for example, Orr (1985) con­
cluded that technicians value the informal learning they obtain 
through swapping "war stories" with other technicians more than the 
explicit instruction provided at the training center. A way to inject this 
kind of learning into a training program for new entrants into a field 
is to provide them with opportunities to interact frequently and infor­
mally with current job incumbents. Involving representatives of the 
organization in the design and delivery of training will help guard 
against a training program that is incompatible with the "unwritten 
rules" of the organization. 

Summary 

Table 18.1 summarizes the training guidelines discussed above, relat­
ing each -to the task features that make it relevant. As a group, these 
task features set natural decision tasks off from the kind of experi­
mental tasks studied in much of the decision literature. However, mIt­
ural decision-making tasks vary in the extent to which they exhibit 
these task features. Electronics diagnosis, for example, is usually done 
without a great deal of time stress. The diagnoses performed in emer­
gency rooms, on the other hand, are typically extremely time sensitive. 
The table is designed to be a tool for thinking about training for specif­
ic types of natural decision-making tasks once their characteristics 
have been identified. 

IS THERE A ROLE FOR TRAINING GENERAL 
DECISION SKILLS? 

We have tried to make the case that appropriate domain-related train-, 
ing will facilitate acquisition of decision making within the domainl. 
At this point, the reader may be wondering whether there is anything 

I 
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Table 1 6. 1 .  Training for Decision Making in Natural Tasks 

Task Features 

III-Structured Problems 

Adion/Feedback loops 

Heavy Workload 

Time Stress and High Stakes 

Multiple Players 

OrganizaTional Gools and Norms 

Desirable Training Practices 

• Provide many rnals in problem recogniTion and 
representaTion, using a wide variety of prob­
lem types. 

• For tasks with Time-consuming components oth­
er rhon problem formulation and decision 
making. use simulation fa more efficiently Train 
on The latter. 

• Provide timely, informative feedbock; simula­
tion can help accomplish this. 

• Train decision making along with oTher task 
components In a meaningful Task COnteXT. 

• Employ techniques such as "scaffolding" TO re­
duce workload in early stages of training. 

• Introduce "dual-task" Training early in the in­
stnJOional program. 

• Train constant-mapping Task components to au­
Tomaticity. 

• Model and train experts' strategies for minimiz­
ing workload. 

• Train students to moniTor their workload. 
• Introduce "dual-Task" training early in the in­

srructional program. 
• Train constant-mapping task components to au­

tomaticity. 
• Provide some training under speed stress. 
• PrOVide pracrice and feedback on making 

speed/accuracy tradeoffs. 
• Train with simulated stressful conditions. 
• Require overlearning of emergency pro­

cedures. 
• Train procedures for monitoring, agenda set­

ting, and communicating. 
• Pravide rrainlng and feedbock on teamwork 

behaviors. 
• Involve organization members In the design 

and delivery of training. 
• Allow for informal conrocr berween trainees 

and experienced job incumbents. 

left to train after providing the instruction described above in recog­
nizing important patterns and problem types, automating constant 
mapping task components, and making speed-accuracy tradeoffs un­
der different cdnditions. 

Based both on the traditional decision-making literature and the 
record of generalized training of problem solving, we are skeptical 
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about the likelihood that domain-independent training in decision 
strategies will have much effect on subsequent performance within a 
range of task domains. Our sense is that most of the decision rules 
used in these natural tasks are tailored to a particular domain. 

Metacognitive skills may well constitute the best candidates for gen­
eralizable skills that will aid decision making across domains. These 
skills involve both reflection upon, and regulation of, one's own think­
ing. Thus, the term has come to be used both to describe awareness of 
the cognitive demands associated with different task conditions and 
specific strategies for improving memory, comprehension, and perfor­
mance. Some of the specific metacognitive skills that have been stud­
ied are predicting the outcome oflearning activities, apportioning time 
across components of a task, and implementing strategies such as sum­
marizing and self-questioning to aid learning and memory. The im­
portance of such skills in memory tasks (Lodico, Ghatala, Levin, Press­
ley, & Bell, 1983), reading comprehension (Palincsar & Brown, 1984), 
mathematics (Schoenfeld, 1985), flight training (Gopher et aI., 1988b), 
and writing (Scardamalia & Bereiter, 1985; Flower & Hayes, 1980) has 
been amply demonstrated. Better performers employ metacognitive 
strategies, and teaching the strategies to poorer performers leads to 
improvement on the task. 

Although we are not aware of a literature on "metadecision mak­
ing," it seems reasonable to propose that analogies to the organizing 
and checking routines employed in reading, writing, and mathe.mati­
cal problem solving would prove useful to the decision maker. Laskey, 
Leddo, and Bresnick (1989) reached a similar conclusion in their study 
on the cognitive structures needed by military executive-level decision 
makers (i.e., three-star generals and above). They suggest training the 
planning skills that individuals who eventually reach executive-level 
positions appear to develop on their own-planning, not just for the 
immediate objective, but also for long-term goals, looking for indirect 
consequences of a proposed action, and taking the perspective of the 
"other guy." Other decision-making tasks, depending on their features, 
would call upon additional metacognitive skills. Training decision 
makers to search for alternative problem representations and consider 
their implications would be sensible for tasks that are not time 
stressed. Training in monitoring one's workload, and flexibly changing 
procedures when it becomes too great, is an important metacognitive 
skill for a wide range of operational decision-making tasks. These 
ideas appear promising but need to be tried out and evaluated for 
various kinds of natural decision tasks. 

If programs to train metadecision skills are developed, we recom­
mend that the skills be taught in the context of practicing dbmain-
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relevant decisions. The danger in trying to teach metacognitive skills 
in isolation is that they can become verbal exercises: Students learn to 
describe the principles without ever necessarily incorporating them 
into· their task performance. Schoenfeld (1985) describes how this has 
often happened with efforts to teach general mathematical problem 
solving. Students come to understand the general idea of the various 
heuristics but lack enough mathematical knowledge to apply them 
successfully in specific contexts. When the goal is to train metadeci­
sion skills that can be applied in multiple contexts, our recommenda­
tion is to train those skills in a series of concrete, relevant domains 
rather than with abstract, "content-free" material (cf. Perkins & Sa­
lomon, 1989). After students have learned to apply the skills in several 
domains, instruction can highlight the essence of the skill that applies 
across domains and can address the issue of the range of tasks to which 
the skill can be applied. 

There is a sizeable literature on training metacognitive skills 
(Bransford et aI., 1986). The lesson to be drawn from this literature is 
that we must first establish that the metacognitive skills or strategies 
we propose teaching do in fact improve task performance. Once we 
have done this, we can design instruction such that the student not 
only sees models of skill execution and practices the skill in a task 
context but also is provided with evidence of its efficacy (Brown, Cam­
pione, & Day, 1981). Finally, training on when to use the skill (condi­
tions of applicability), giving students both positive and negative ex­
amples, is required as well (Gagne, Weidmann, Bell, & Anders, 1984). 

A corollary to this emphasis on metacognitive skills in the individu­
al decision maker is the need to teach "group" metadecision skills if 
the task is one that must be performed by a team. Although there is 
little 'guidance available from research in this area, we can envision a 
group monitoring and agenda-setting process very much akin to the 
self-regulatory processes observed in individuals. The lessons learned 
from the metacognitive skills training research could then be applied 
to the design of training for group decision-making skills, as suggested 
above when we discussed the training implications of the fact that 
decision tasks involve multiple players. 

CONCLUDING REMARKS 

Our general tqeme in this chapter is that the move toward considering 
decision making within the context of real-world tasks brings with it a 
new set of implications regarding how decision-making skill should be 
trained. Just as ideas about training problem solving moved from an 
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emphasis on working with abstract puzzles to training problem-solving 
skills within specific task domains, so too our ideas about training 
decision making are being changed by research on how decisions >j,re 
actually made in natural settings_ When decision making is considered 
in a task context rather than as an isolated activity, we realize that our 
training needs to take into account the specific characteristics of the 
task and of the social and organizational context within which it is 

c 
performed. 

KEY POINTS 

• Decision training based on classical decision theory has not been 
shown to transfer to natural tasks outside the classroom. 

• Bias reduction training transfers only marginally to natural 
settings. 

• In real settings, experts and novices differ in how they use their 
domain knowledge, not in their ability to use particular problem­
solving methods or decision rules. 

• Decision-making training needs to address characteristics of the 
task and the context within which it is performed. 

-' 

\ 
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Cl}apter 1 9  

Team Decision Making in Complex 
Environments 

Judith Orasanu 
NASA Ames Research Center 

Eduardo Salas 
Naval Training Systems Center 

Team decision making invades the public consciousness most often 
when it fails. An Air Florida flight crashed on take-off from Wash­
ington's National Airport on a snowy January day after the copilot 
recognized a problem with engine power but the crew failed to decide to 
abort the take-off. The USS Vincennes shot down an Iranian airliner 
carrying 382 passengers, mistaking it for an attacking military plane, 
because the crew misinterpreted data from electronic sensors. 

In many everyday situations, important decisions affecting the lives 
of many people are made by groups rather than by individuals, Even if 
a single individual bears responsibility for the decision, many partici­
pants contribute to the final product. Decision problems in business, 
military, health care policy, and other settings are often so complex 
that multiple experts and sources of information are essential to reach 
a satisfactory solution. 

This chapter is motivated by three questions about team decision 
making, which we will address in turn: (1) What theories account for 
team decision performance in everyday situations? New concepts of 
shared mental models and team mind will be offered as organizing 
frameworks for emerging findings. (2) What factors influence the 
effectiveness of decision making and broader problem solving perfor­
mance by teams? (3) What can be done to improve team decision 
making? 

Before addressing the above questions, we will define what we mean 
by team decision making, identify the features of teams in which we 
are intere;ted, and distinguish between teams and groups in terms of 
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the tasks they perform. These distinctions will be important as we 
consider contributions from the literature on group decision making to 
our present concerns. /' 

First, we define team decision making as the process of reaching a 
decision undertaken by interdependent individuals to achieve a com­
mon goal. What distinguishes team decision making from individual 
decision making is the existence of more than one information source c 
and task perspective that must be combined to reach a decision. While 
ostensibly working toward the same goal, participants may have dif­
fering agendas, motives, perceptions, and opinions that must be 
melded into the shared product. 

In keeping with the theme of this book, our chapter focuses on 
decision making by teams with 'certain characteristics performing in 
selected types of environments. These special conditions include the 
following: 

1 .  Decision making is part of a larger task performed by the group in 
a meaningful environment. The group exists to perform a common 
task; it has not come together simply for the purpose of making a 
decision. 

2. Participants possess knowledge and skills relevant to the task and 
the decision. 

3. Task conditions may change dynamically, decision time may be 
limited, workload may be high, and information ambiguous. 

We use the term team quite deliberately, in contrast to coliections of 
people we will call groups. Following Dyer (1984b) and Morgan, Glick­
man, Woodard, Blaiwes, and Salas (1986), team characteristics include: 

• set of two or more individuals 
• more than one information source 
• interdependence and coordination among members 
• adaptive management of internal resources 
• common valued goals 
• defined roles and responsibilities 
• task relevant knowledge 

Most critical for distinguishing teams from groups is the degree of 
differentiation of roles or knowledge relevant to the task, and the 
degree of member interdependence. Teams consist of highly differenti­
ated and interdependent members; groups, on the other hand, consist 
of homogeneous and interchangable members, like juries. This chapter 
is primarily concerned with teams, although we will draw from the 
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literature on group decision making, as it is much more extensive. 
Unfortunately, the bulk of that research is based on ad hoc groups of 
college students. 

' The above distinction rests on differences in the tasks usually per­
formed by teams versus groups. A critical feature of team tasks is that 
they require multiple, interdependent participants for successful ac­
complishment. For some tasks, tight coordination and collaboration 
among participants is required. Examples include operating a tank, 
conducting surgery, playing a string quartet, or operating within mili­
tary command and control. Other tasks, like deciding where to situate 
a nuclear power plant, hypothetically could be accomplished by an 
individual, but a team is preferred because the task itself is extremely 
complex, and no single individual possesses all of the relevant knowl­
edge or perspectives. 

The range of team tasks described above differ in the centrality of 
decision making in their activities. For some teams, making decisions 
is their primary activity, such as military command and control, policy 
making (e.g., siting a waste dump), or management of new product 
development. For other teams, decisions are embedded in performance. 
For example, a tank crew must identify and select targets and choose 
local tactics. Cockpit crews must decide how to deal with system mal­
functions in flight. Engineering teams must decide which design to 
adopt. Still other teams make few decisions, and are more performance 
oriented. For sports teams or musical ensembles coordination is most 
important. The coach or conductor may make most decisions, but the 
team implicitly decides how to implement them. The important point 
is that in all the above cases, decisions are part of an ongoing larger 
activity in which the team engages. For recent discussions of work 
teams see Hackman (1985, 1990) and Sundstrom, DeMeuse, and 
Futrell (1990). 

THEORIES OF TEAM DECISION MAKING 

When we look to the literature for theory that accounts for team deci­
sion making in complex environments, we find the shelves to be prac­
tically bare. As Davis (1986) notes, "A listing of the major research 
efforts addressing group performance phenomena of the last 25 years 
documents the tendency for research activity to cluster around partic­
ular problems, common discoveries, effects, or practical concerns-but 
not approaches, schools, or grand theoretical orientations" (p. 9). Most 
of the research literature deals with what we are calling groups. As 
Steiner (1972) points out, social psychologists over the past 50 years 
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have studied groups, alternating their focus on group product and 
group process. Prior to World War II psychologists studied productivity 
in ad hoc groups, attempting to demonstrate the superiority of group 
effort to individual performance. Following World War II the empliasis 
shifted to laboratory studies of group process and new methods were 
adopted: researchers created "synthetic" groups to gain experimental 
control. 

Group decision-ml'king research examined the effects of group size, 
composition, structure, cohesion, member status, and influence pat­
terns. One theory that dealt specifically with group decision making is 
Davis' (1973) Decision Schemes theory. It tried to account for group 
decisions on the basis of the distribution of votes (pro/con) on an issue 
and a combination rule for reaching the decision (truth wins, majority 
wins, plurality wins, etc.). While Davis' approach showed systematic 
relations between the task, group variables, and decision rules, its 
applicability to team decision making is not clear. The problem stems 
from the types of groups and tasks that were studied by Davis. 
McGrath (1991) captures this problem with respect to group perfor­
mance research broadly defined: 

There are some serious limitations to much of that earlier work, espe­
cially regarding the degree to which it reflects the structures and pro­
cesses of naturally occurring groups as we meet them in our everyday 
lives. In pari those limits reflect features of the methodological and 
conceptual paradigms that have dominated the group research field, 
along with most of social psychology, within that same period of time: An 
analytic paradigm that presumes directional causal relations among i.so­
lated factors with little regard for physical, temporal, or social context. 
Much of the empirical foundation of group theory derives from study of a 
limited range of types of ad hoc groups under controlled experimental 
conditions. 

Most of that work involves very small groups (2 to 4 members) with 
constant membership arbitrarily assigned by an experimenter, that e,q'st 
only for a limited period of time without past or future as a group, 
isolated rather than embedded in any larger social units (organizations, 
communities). These groups are studied while performing single and 
relatively simple tasks arbitrarily assigned to them by the experimenter 
(i.e., not tasks indigenous to those groups) under "context stripped" con­
ditions .. . .  The theories do not purport to be about ad hoc, laboratory 
groups of limited mission and under limited conditions. To the contrary; 
most group theories purport to be about groups in general, and by im­
plication, about naturally occurring groups. But the groups we meet in 
those theories, like the groups used in most studies, differ markedly 
from the kind of groups we meet in everyday affairs. (1991, pp. 3-5) 

\ 
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McGrath points out recent research on small groups that is begin­
ning to address some of these criticisms, such as time-linked transi­
tions in work groups (Gersick, 1988, 1989), group development (Levine 
& Moreland, 1985, 1990), and adaptive structuration theory (Poole & 
DeSanctis, 1990). Research on decision making by teams is just begin­
ning to emerge. It consists mainly of descriptive studies of complex 
task performance in natural environments, with decisions embedded 
in those tasks, or analysis of communication in teams performing nat­
ural tasks. 

1\vo major impediments to research on real teams or groups have 
been limitations of method and technology. Both of these are being 
overcome, however. Videorecorders are now making it possible to rec­
ord interactions for future and repeated analysis. Use of computers for 
distributed decision making also preserves interactions for subsequent 
analysis. And new analytical methods with roots in anthropology, lin­
guistics, and cognitive science are yielding new findings and theories. 
For example, Wellens (1990a) has developed a theory of distributed 
decision making via computer communication. And Hutchins and 
Klausen (1991) have used ethnographic methods to study cockpit crews 
communicating with ground controllers. 

Shared Mental Models and Team Mind 

These new technologies and analytical methods have spawned new 
conceptual frameworks for team decision making. We offer here a 
sketch of two related theoretical frameworks that have emerged from 
recent investigations of team decision making in natural environ­
ments: shared mental models (Cannon-Bowers, Salas, & Converse, 
1990; Orasanu, 1990) and team mind (Klein & Thordsen, 1989b). 
While these are not fully developed theories, they account for certain 
team phenomena and provide direction for future research. After a 
bri�f description of these notions, we will describe some of the research 
findings that led to their development and some older data that are 
consistent with them. To date these theories have not been tested ex­
perimentally, but serve as conceptual frameworks for thinking about 
the problems of teams making decisions. 

Shared mental models refer to organized knowledge shared by team 
members. Some of this knowledge is broadly shared by members of a 
culture; some is limited to members of a restricted group, such as a 
profession; and some is particular to a situation. For example, airline 
cockpit crews know the principles of how airplanes fly and how the 
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systems in their planes function. This knowledge facilitates com­
munication about systems, providing ready terms of reference. They 
also know standard operating procedures and company-specific pol.." 
icies. Furthermore, they know the norms of behavior and roles of each 
member of the crew (Cannon-Bowers & Salas, 1990). Such knowledge 
enables each person to carry out his or her role in a timely and coordi­
nated fashion, helping the team to function as a single unit with little 
negotiation of what to do and when to do it. 

But what about making decisions when faced with novel situations 
or emergencies? Orasanu (1990) has suggested that crews must devel­
op shared situation models for the specific problem, which are 
grounded in the crew's stable models of the system, task, and team, but 
go beyond them. These situation models include shared understanding 
of the problem, goals, information cues, strategies, and member roles. 
Communication is used to build shared situation models when condi­
tions demand nonhabitual responses. Once shared models have been 
created, they provide a context for interpreting commands or informa­
tion requests, and allow for volunteering of information or actions at 
appropriate times. They also provide a basis for predicting behavior or 
needs of other crew members. 

What evidence supports the existence of shared mental models? And 
how do they contribute to team decision making behavior? Hints in 
several early studies suggest that shared models may have contributed 
to observed behavior. First was Torrance's (1953) report of World War II 
military units downed behind enemy lines. Retrospective accounts by 
survivors indicated that survival itself depended on the leader quickly 
and accurately assessing the situation, providing frequent status up­
dates, maintaining a goal orientation, and making sure each member 
knew what had to be done in order to survive. In other words, the 
leader built and maintained a shared situation model. 

In a laboratory study of group problem solving, Lanzetta and !.W6y 
(1960) used a continuous task that required induction of condition­
action rules and development of a ''jurisdictional structure" for dis­
tributing responsibility and authority. They found that the way the 
group utilized its resources and communicated essential information 
were critical factors determining group performance. Specifically, the 
best performance was observed in groups that volunteered information 
when it was needed, suggesting that those groups had developed 
shared task and team models. 

Unfortunately, those older accounts do not provide unambiguous 
data in support of the shared models construct. More recent studies 
provide more convincing evidence. One set of studies supports develop­
ment of shared models of the team-that is, knowledge about the 
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knowledge, skills, anticipated behavior, and anticipated needs ofteam 
members. Several studies of cockpit crews suggest how communication 
in,the'cockpit serves to build shared team models. In a study offatigue 
effects on crew coordination and performance, Foushee, Lauber, 
Baetge, and Acomb (1986) found that familiarity among members of a 
crew based on shared experience was so powerful it overcame effects of 
fatigue. Superior performance was associated with more task relevant 
talk: more commands and suggestions by both the captain and first 
officer, more statements of intent, more exchanges of information, 
more acknowledgements, and more disagreements. Foushee et al. in­
terpreted this pattern to mean that flying together enabled crews to 
develop interaction patterns that contributed to coordination and deci­
sion making performance. We might say they developed shared team 
models that supported building of shared situation models. 

In a different analysis of the same data set, Kanki, Lozito, and 
Foushee (1989) found that high performing crews' conversations were 
characterized by great homogeneity: they adopted a conventionalized 
speech pattern that facilitated coordination, because crew members 
interacted in predictable ways. In contrast, low performing crews' con­
versational patterns were heterogeneous and less predictable. Thus, 
more work was required of poor crews to interact, which may have 
lowered their coordination scores. Kanki et al. concluded that flying 
together enabled crews to learn common terms of reference, conven­
tional means of communication, and what to expect of each other, 
Again, we conclude that the good crews developed better shared team 
models. 

The notion of shared team models is related to Wegner's (1987) 
concept of transactive memory systems. These systems pertain to group 
mind, which is analogous to individual mind in its information pro­
cessing capabilities, especially memory encoding, storage, and re­
trieval. The critical components include labels that signify particwar 
information and knowledge about which group member has what in­
formation. Transactive memory results in expansion of personal mem­
ory through interdependence on other members of the group. The con­
cept does not mean that everyone shares all the stored knowledge, but 
that they share knowledge of the labels (which may be idiosyncratic to 
the group) and knowledge of who possesses specialized information. 

Observations from a completely different domain support the no­
tion of shared team and task models and the role of communication in 
developing them. Heath (1991) described the language used by a little 
league coach and his rag-tag team as he tried to give them the skills 
and coordination tp function as a team. At the beginning of the season 
their utterances were lengthy and explicit. As the season wore on the 
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utterances shortened, so that by the end of the season, the team, which 
had evolved into a winning team, communicated in brief cryptic utter­
ances, more like signals than langnage. We conclude that the team 
members had developed shared models of the game and their roles in it 
so that much of their teamwork was habitual and that minimal lan­
guage served a guiding or correcting role. 

Distinctive communication patterns have also been found in labora­
tory studies. Using a simulated military command and control sce­
nario, Kleinman and Serfaty (1989) examined the effects of workload, 
overlap of functional responsibility, and distribution. of knowledge re­
sources on communication and performance. As the tempo of the task 
increased from low to moderate, explicit verbal �oordination increased. 
But as workload became high, the amount of communication went 
down. Virtually all resource transfers were unsolicited, resulting in 
implicit coordination. Kleinman and Serfaty interpreted this pattern 
as exercise of mutual mental models that allowed participants to antic­
ipate each other's resource needs and actions. 

However, implicit coordination does not always yield adequate per­
formance. Given that Kleinman and Serfaty's task could be performed' 
successfully by novices without any specialized knowledge, the task 
was probably not particularly diffic\1lt. Novel responses did not seem 
to be required in the high workload situation. However, other tasks 
may require,nonroutine responses. When such conditions arise, teams 
may need to develop specialized situation models to cope with the 
crisis. 

In her analysis of cockpit crews faced with in-flight emergencies, 
Orasanu (1990) found that good and poor crews differed in their co�­
munication patterns. Specifically, good crews were much more explicit 
in defining the problem, articulating plans and strategies for coping 
with it, obtaining relevant information, explaining the rationale, and 
allocating and coordinating responsibilities among the crew. Orasanu 
claimed that this pattern reflected their building of shared models for 
the specific problem, which enabled the crew to make situatidn­
appropriate decisions and carry them out in an efficient and timely 
manner. Crews that relied on implicit coordination found themselves 
overwhelmed by the problems (a missed approach and hydraulic sys­
tem failure), a situation from which many of them never quite re­
covered, resulting in potentially dangerous conditions. 

Orasanu (1990) suggested that developing shared mental models for 
a problem creates a context within which decisions can be made, ex­
ploiting the cognitive resources of the entire group. Explicit shared 
models assure that everyone is solving the same problem, a critical 
issue given what is known about framing effects (Tversky & Kahne­
man, 1981). When all team members share the same problem defini-
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tion, they can volunteer relevant infonnation or strategies from their 
specialized perspectives, and can interpret requests and commands 
unambiguously. 

While the concept of shared mental models provides a framework 
for interpreting team phenomena, it pertains only to certain team 
functions. A more encompassing notion of team mind has been pro­
posed by Klein and Thordsen (1989a). Klein and Thordsen draw an 
analogy between team mind and individual mind, which allows intro­
duction of concepts from cognitive psychology as sources of hypotheses 
about team performance. Three levels of team mind are proposed: the 
beluwioral level (overt actions), collective consciousness (reflected in 
communication), and preconscious (individual knowledge or interpre­
tations that are not shared with the group). The collective conscious­
ness level maps most closely to Orasanu's notion of shared mental 
models. In trying to understand how teams perform and make deci­
sions' Klein and Thordsen draw on concepts of limited attentional 
resources, working memory, workload, automaticity, and 
metacognition. 

Indirect support for the notion of team mind comes from Klein and 
Thordsen's (1989b) observation that four different types of teams (mil­
itary command and control, crisis management, firefighting, and 
cockpit crews) used the same decision strategy as individual decision 
makers when making decisions typical of those required in their jobs. 
Teams, like individuals, used what Klein (this volume) calls 
recognition-primed decision making. That is, rather than generating 
all possible options and concurrently evaluating them to choose the 
optimal alternative, decision makers used their experience to assess 
the situation, classifying it as an instance of a familiar type. Then 
they retrieved the most plausible response to the interpreted situation 
and evaluated its adequacy by using mental simulation of its outcome. 
If the outcome was adequate, they implemented the response. If not, 
they gen�rated a second option and evaluated it, or reassessed the 
situation, until a satisfactory solution was found. The important point 
here is that experienced crews performed like individuals, lending 
support to the notion of a team mind. Most significantly, the teams did 
not adopt a more analytic strategy than individual decision makers in 
similar situations, as might have been expected on the basis of ex­
panded cognitive resources. 

TEAM DECISION MAKING EFFECTIVENESS 

Before we can begin to consider variables that affect team decision 
making effectiveness, we must define the criterion by which perfor-
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mance is to be judged. Social psychologists studying small group per­
formance in the laboratory used measures such as productivity, accu­
racy or efficiency of task solution, consensus, or member satisfaction. 
But what constitutes good team decision making in natural environ­
ments? In laboratory studies of individual decision making, criteria of 
rationality, optimality, consistency, and adherence to logical assump­
tions have been adopted. The problem with using these criteria for 
judging decision making in natural situations is that the features of 
the task and conditions under which the decisions are made do not 
correspond well to those assumed by normative models. These include 
stable goals and values, accessible and meaningful likelihoods of out­
comes, and full information. 

Performance-oriented teams exist to accomplish a task. Their ulti­
mate criterion is how well they perform the task. To our knowledge, no 
one has systematically examined whether task performance depends 
on the optimality of embedded decisions. Presumably, a decision needs 
to be good enough for the task to be accomplished at some specified 
level of proficiency. Does improving the quality of a decision improve 
task performance? The little evidence available yields conflicting con­
clusions. Christensen-Szalanski (1986, this volume) has shown that iit 
medical decision making situations, improving the quality of the deci­
sion does not necessarily change the diagnosis or treatment (unless it 
shifts the decision across a choice threshold). 

The opposite conclusion was reached in a study of decision making 
and performance conducted by Murphy and Awe (1985). Using a full 
mission cockpit simulation, 6 check pilots rated the performance of 16 
professional airline crews. Step-wise multiple regression was used to 
explore the relations between safety performance, decision making, 
communication, crew coordination, and leadership. They found that 46 
percent of the variance on Safety was predicted by Decision Efficiency, 
Command Reversal, and Decision Quality. Sixty percent of the Deci� 
sion Quality variance was predicted by Decision Efficiency and Cap­
tain Communication Quality. These positive correlations, of course, dQ 
not imply a causal relation between decision quality and task perfor­
mance (Safety). In fact, based on a different flight simulation study, 
Orasanu ( 1990) found no relation between actual decisions and task 
performance (as measured by procedural and aircraft control errors). 
No relation was found because all crews made exactly the same ulti­
mate decisions (to abort a landing due to bad weather and choice of an 
alternate landing site). However, Orasanu did find a positive relation 
between decision strategies and overall task performance. More effec­
tive crews showed greater situation awareness, obtained decision­
relevant information .in time to use it, adopted a resource-conserving 

\ 
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strategy while they acquired needed information, and factored in more 
constraints on their decisions. All crews adopted an elimination by 
a,spects strategy for the choice of an alternate landing site (six possible 
options were available). 

These findings suggest that no general conclusions can be drawn at 
this time about the relation between decision quality and performance; 
any such conclusions will have to wait for analyses of the relation 
between embedded decisions and overall tasks, and experimental ma­
nipulations of factors that influence decision and task performance. 

An innovative approach to applying mathematical models to team 
decision making can be seen in the work of Kleinman and his associ­
ates (Kleinman, Luh, Pattipati, & Serfaty, in press). They have taken a 
normative (prescriptive) or optimal mathematical model and appropri­
ately degraded it with descriptive (data-oriented) information on 
biases in cognitive information processing, which they capture mathe­
matically and integrate into the optimal model. Working with tasks 
for which it is possible to calculate "optimal" performance, they can 
predict how different types of biases will degrade performance. Then, 
by creating the conditions for those biases, they can test the predic­
tions by measuring subjects' actual performance. 

Working with a low-fidelity simulation of a military command and 
control task, Kleinman and his associates are currently investigating 
effects of centralization of information sources, (whether information 
:s universally accessible or restricted to certain members), overlap of 
functional responsibility, task pacing, information load, differing val­
ues and priorities. While Kleinman et al. have found some interesting 
patterns of results, their findings are limited to greatly simplified 
tasks. They have shown how utility models can provide microlevel and 
analyses at critical decision points, a precision lacking in most process 
models. However, their approach runs into difficulty when stretched 
beyond its assumptions of stable mathematical weighting of decision 
components and its focus on a controlled, measurable environment. 
The work by Kleinman et al. stands out as an exciting exception in the 
active TDM research arena. 

Group- Communication and Performance Research 

Following McGrath's (1964) model of examining process variables in 
order to understand the relation between input and outcome variables, 
several related findings in the literature suggest themes that may be 
productive to explore. Studies from several different disciplines, using 
diverse methods, implicate communication strategies in reasoning out­
comes. 
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1\vo studies of cockpit crew communication (in addition to the Mur­
phy & Awe, 1985, study cited above) show positive relations between 
features of crew discourse and decision making. Pepitone, King and 
Murphy (1988) found that crews that engaged in contingency planning 
during simulated flight were the ones that made more effective deci­
sions when emergencies were encountered. ,Presumably those crews 
built shared models of potential problems so that when they actually 
encountered emergencies, they did not have to commit cognitive re­
sources to beginning to fignre out what to do (further increasing al­
ready high workload). 

Orasanu (1990) analyzed the cognitive functions of crew utterances 
in a cockpit simulation study. Captains of high performing crews (de­
fined by procedural and control errors) explicitly stated more plans, 
strategies, and intentions, considered more options, provided more ex­
planations, and sounded more warnings or predictions. As in the 
Pepitone, King, and Murphy (1988) study, good crews used their low 
workload periods to plan for contingencies. What is important here is 
not just that one member of the crew had these thoughts in his head, 
but that they were articulated so that the entire crew shared them. 
Crews that exhibited higher levels of problem-related talk were the 
same ones who were more constraint-sensitive and planful in making 
their decisions. 
- An important aspect of Orasanu's findings is that the relation be­

tween these problem-related utterances and performance held only for 
the captain, not for the first officer. This probably says more about 
current culture and practice in the airline industry than about com­
munication, reasoning, and performance in general, but the finding 
fits with earlier reports on status and contributions to team decision 
making. Torrance's (1954) study of problem solving by B-52 crews 
showed the power of status in quality of outcomes. Crews comprised of 
pilot, navigator, and gunner solved four different types of problems. In 
all cases the pilot's views carried more weight than the other crew 
members', regardless of whether he was correct or not. In fact, even 
when the navigator or gunner suggested the correct answer, it was not 
always accepted by the group. 

High status can be used effectively to manage a team or it can lead a 
team to disaster. In a study of airline captains' personality types and 
crew performance, Chidester et al. (1990) found that crews led by 
captains who were both highly task-oriented and had good interper­
sonal skills consistently performed well. They made few operational 
errors and were highly coordinated. Consistently poor coordination 
and high performance errors were found in crews led by captains with 
negative expressive styles and low task motivation. Subsequent analy-

• I 
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ses of these crews' conversations showed that the effective captains 
created more democratic cockpits in which all crew members' contribu­
tions were valued. 

Several studies of decision making by groups (as opposed to teams) 
support the critical role of communication in decision making. In com­
paring groups engaged in a problem solving task, Poole and Doelger 
(1986) show how different solution paths depend on how the group 
represents the task through their talk. When members' individual task 
representations differ, a group will recycle through old material, have 
several breakpoints, and make slow progress. However, when mem­
bers' representations are compatible, the common representation dic­
tates a straightforward agenda, and progress is rapid. Likewise, 
Hirokawa (1983) found that groups that spend time jointly analyzing 
the assigned problem prior to trying to solve it were much more suc­
cessful than groups that jumped directly to solutions. Again, a shared 
problem model created the context for efficient problem solving. 

Other group decision making research has examined consensus 
rather than problem solution as the relevant outcome. Using groups 
that had worked together over a school term, DeStephan (1983) ana­
lyzed the interaction patterns of high- and low-consensus groups in 
their final meeting. High-consensus groups required greater amounts 
of substantiation and clarification of positions before a proposal was 
accepted as a solution. Low-consensus groups, on the other hand, con­
tributed many more undeveloped statements about the decision pro­
posals. These statements tended to be accepted without demands for 
further substantiation. We interpret these findings as indicating that 
the high consensus groups were more cognitively demanding, seeking 
to assure that they understood each other's proposals before making 
decisions on them. They monitored the degree to which they had estab­
lished shared models and took action to reach understanding. 

In several experiments that manipulated communication adequacy, 
Leathers (1969, 1970, 1972) studied the relation between communica­
tion quality and decision quality. What he called "high-quality" com­
munication can be glossed as "considerate" text (Anderson & Armbrus­
ter, 1986). It is highly coherent text, well organized, with clear 
relations expressed between ideas, and useful summaries. "Low quali­
ty" text included many high-level abstractions, implicit inferences, 
and irrelevant information. Confederates were trained to use high- or 
low-quality communication in group problem solving. Not sur­
prisingly, high-quality text was associated with higher quality solu­
tions. Presumably, high-quality communication made it easier for 
those groups to build shared problem models than low-quality com­
munic"!tion did. Then they could get on with solving the problem. 



340 Orasanu & Salas 

Summary 

1. Real teams, those with a history of working together, interact dif­
ferently than ad hoc teams. This finding has two implications: 
a. Researchers will not obtain the same findings from ad hoc and 

established teams. Whichever one chooses depends on whether 
one is interested in the early acquisition phase or asymptotic 
phase of team performance. If one is interested in the behavior 
of strangers getting organized to perform a task, ad hoc groups 
are appropriate. If one is interested in learning about teams 
that have gotten beyond "getting acquainted," then real teams 
are desirable. 

b. Experience working together leads members to build a shared 
mental model for the team, which allows members to predict 
each other's behavior and needs. It also allows for development 
of a shared task model for routine team tasks (cf. Gersick & 
Hackman, 1990). Team member predictability in a stable task 
environment leads to better team coordination and per­
formance. 

2. Communication is central to team and group performance in non­
routine tasks. Individual skills and knowledge are not sufficient 
for successful team performance; individual resources must be ap­
propriately utilized through interaction processes. 

3. Building shared problem models prior to trying to solve a problem 
or make a decision enhances performance. Shared problem models 
are necessary for teams to make decisions in nonroutine or emer­
gency situations. 

4. High-status team members exert strong influence on team perfor­
mance, often positively, but sometimes negatively. 

CAN TEAM DECISION MAKING BE IMPROVED? 

Before considering how team decision making can be improved, we 
should consider how teams can go wrong. Given that teams represent 
increased cognitive resources compared to individuals, we might ex­
pect teams to perform better than individuals. Teams represent multi­
ple eyes, ears, and heads. To list just a few advantages, team members 
can monitor each other's performance, pool their knowledge or obser­
vations, suggest strategies or options, provide alternate viewpoints, 
reduce workload by sharing tasks, provide feedback, and critique each 
other. Yet this increased cognitive power sometimes leads to a whole 
that is less than the sum of its parts. 
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Sources of Failure in Thrun Decision Making 

Social psychologists have identified many ways in which teams can go 
wrong. Perhaps most well known is groupthink ( Janis, 1972), in which 
a group suspends its rational judgment in order to maintain group 
cohesion. Usually it involves the unchallenged acceptance of a pro­
posal advocated by a powerful and respected leader, as in the Bay of 
Pigs invasion planning during the Kennedy administration. Social 
cohesion factors can also inhibit individual contribution of informa­
tion relevant to a decision. Stasser and Titus ( 1987) have found that 
group members tend to offer information already shared by the group 
rather than novel information, thereby preserving group cohesion. 

Another way in which teams can go wrong is failure to challenge 
assumptions about goals or values. In the Abilene Paradox (Harvey, 
1988), members assume they know each others' goals and operate on 
that assumption. False consensus arises when one believes that others 
share one's opinions, and pluralistic ignorance results when one thinks 
that one' is the odd person out. In all of these cases, status or confor­
mity pressures may mitigate against checking one's assumptions. 

Even when social pressures do not work to maintain ignorance, 
groups may make poor decisions because of shared misconceptions or 
poor communication. Shared experience may lead team members to 
think similarly-but incorrectly-while bolstering their confidence in 
their positions. Shared experience may also lead members to assume 
shared understanding of words like risk, threat, likely, when in fact 
they mean these differently. Finally, teams may make poor decisions 
due to outright hostility, lack of cooperation, or lack of motivation. 
Obviously, different remedies are warranted for the various sources of 
difficulty. 

Another powerful social factor that contributes to faulty decision 
making is rejection by a high status team member of relevant informa­
tion offered by a lower status team member. Transcripts from numer­
ous black box recordings following airline crashes indicate that the 
captain failed to heed warnings or attend to information offered by 
crew members. Goguen, Linde, and Murphy's (1986) analyses of sever­
al transcripts show that linguistic factors play a role in whether cap­
tains "hear" the message. Utterances that are very polite and indirect 
are less likely to be ''heard'' than more direct utterances. 

Klein and Thordsen (1989b) identified potential barriers to team 
decision making in command environments. They point out that ele­
ments of decision making like situation assessment and understand­
ing of the co=ander's intention (which shapes and gives direction to 
decisions) are fraught with potential difficulties. Situation complexity 
exceeds individual expertise, thus requiring several specialists to com-o 
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municate in order to understand the entire situation. Processed and 
interpreted information must be shared-much like the children's 
game of telephone. Distortions can enter into this process, and the 
receiver must evaluate the validity of the received information. Inten­
tions must often be inferred. 

A final but certainly not least important contributor to faulty team 
decision making is organizational policy. As Hackman ( 1988) pointed 
out, the organizational context in which real teams perform may be 
the most significant factor governing their performance. For example, 
an analysis of23 fatal jet accidents showed 15 of them to be influenced 
by policy factors (Bruggink, 1985). One of the most prevalent policies 
stresses on-time performance. Braniff Airlines' "fast buck" program, 
instituted in 1968, promised to pay each passenger one dollar if a flight 
failed to reach its destination within 15 minutes of its scheduled arriv­
al time. This policy was implicated in one crash when the pilot tried to 
fly through instead of around a line of thunderstorms near his destina­
tion airport, in hindsight a faulty decision (Nance, 1984). 

Training for Improved Team Decision Making 

Team decision making may be improved via organizational design, 
system design or aids, or team training. Organizational and system 
design issues will be addressed by Duffy (this volume); this chapter 
will deal only with improving performance through training. The first 
problem we must confront when considering how to devise training to � 
improve decision making is: What to train? The literature reviewed in 
this chapter is notably silent on specific recommendations for training 
(see also Means, this volume). While many of the studies identified 
factors associated with more or less successful team performance, few 
of them dealt with decision making per se. Perhaps more significantly, 
none of them identified problems in team decision making stemming 
from heuristics, biases, or other logical flaws. 

A search for research on training teams to make better decisions 
turns up many recommendations in the business management litera­
ture, but little in the way of empirical support (Swezey & Salas, in 
press). The problem is twofold: empirical research on groups has been 
quiescent for many years, yielding little in the way of new concepts or 
approaches. The second is that new models of decision making for 
action, by individuals or teams, are just emerging. These theories are 
too new for a substantial body of knowledge to have accumulated. 

Salas, Dickinson, Tannenbaum, and Converse (1991), in their meta- . 
analysis of the team-training and performance literature, have con-

---
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cluded that there are few empirical studies that apply learning princi­
ples to teams, and those that do exist are difficult to interpret. In fact, 
many evaluate a single training device or system because of problems 
associated with a lack of an adequate terminology and the inadequacy 
of available task analysis methods for describing team activities 
(Modrick, 1986). Therefore, little is known about what actually con­
stitutes team training, much less team training for decision making. 

Nevertheless, we suggest two approaches to training teams for bet­
ter decision making. The first is to use emerging theory as a guide and 
train the skills prescribed by theory. See Means (this volume) for a 
thorough discussion of training suggested by new models of decision 
making, such as Klein's Recognition-Primed Decision (RPD) theory. 
The second approach is to identify features of successful and less suc­
cessful teams and use that information as a guide to training. 

One of the few examples of a theory-based approach is Klein's RPD 
model, which stresses the importance of situation assessment in deci­
sion making. Therefore, we might train teams in situation assessment, 
particularly in ways to rapidly combine information and interpreta­
tions from a number of participants. Or, we might train teams to 
evaluate options by using mental simulation: What will happen if we 
do X? The concept of shared mental models suggests that we train 
teams to use communication to develop shared problem models for 
nonroutine situations (Orasanu, 1990). The feasibility of this approach 
is supported by Lassiter, Vaughn, Smaltz, Morgan, and Salas' (1990) 
demonstration that it is possible to train team communication skills 
using modeling. 

Two examples of the empirically based approach are already avail­
able, although both involve team training on a broader range of skills 
than decision making. The first example is the work of Morgan, Glick­
man, and colleagues. They have begun to identify the behavioral con­
stituents of optimal team performance in tactical decision-making 
teams (Glickman et aI., 1987; Morgan et aI., 1986). Skills identified to 
date fall into two categories: taskwork (situation awareness, mission 
analysis, and decision making) and teamwork (leadership, adaptation, 
assertiveness, communication). Specific behaviors include (a) identi­
fication and resolution of errors, (b) coordinated information ex­
change, and (c) team reinforcement. 

The second example is the implementation by several commercial 
airline companie� of cockpit resource management (CRM) training pro­
grams (see Helmreich, Chidester, Foushee, Gregorich, & Wilhelm, 
1989) or aircrew coordination training (see Prince, Chidester, Cannon­
Bowers, & Bowers, in press) to develop the kinds of team skills found 
lacking when air accidents and mishaps occurred. Based in part on 

, 
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research conducted at NASA (Foushee et aI., 1986), CRM programs 
train crews to manage their information resources and workload, coor­
dinate their actions, and communicate more effectively. Ongoing eval­
uations of training programs will indicate what works and what 
doesn't (Cannon-Bowers et aI., 1989). A major problem is determining 
an appropriate criterion by which to evaluate the programs. Crashes or 
other severe incidents are infrequent, making them insensitive 
indicators. 

(" 

Both the military and airline companies are heeding Hackman's 
(1988) admonition: If we want teams to perform effectively as teams, 
they must be trained as teams. TraditionJll approaches have trained 
individual skills, after which people were thrown together and ex­
pected to perform as a unit. Current empirical research should tell us 
how best to train various kinds of team decision making skills. 

Helmreich (1990) has pointed out two special problems that should 
be addressed by future research: How do we train the "wrong stuff" 
kind of person (such as the negative-expressive captains identified by 
Chidester et aI., 1990)? Certain individuals reject training on team 
skills, yet they tend to be the people who need it the most (�elmreich, 
1990). How do we train people to make decisiollS and perform effec­
tively in high-stress environments? Most current team training aims 
at developing habits for routine situations. A footnote in the training 
manual may provide guidance on what to do in an emergency, but 
these receive short shrift. Habit and implicit coordination will carry 
people a long way in routine situations; we need to prepare �hem for 
the unusual. ' 

FINAL THOUGHTS 

A word about methods: No longer are studies of team decision making 
restricted to simplified laboratory experiments. Methods an; expand­
ing beyond the traditional laboratory tasks to include microanalyses of 
behavior in natural settings. Simulators are making it possible to cre­
ate experimental environments that are safe and controlled to observe 
"natural" behavior. Video recorders make it possible to capture behav­
ior for leisurely analysis. New observational tools are emerging that 
provide reliable and valid means of describing behaviors. No longer 
are we bound by Davis and Stasson's (1988) complaint that real teams 
in natural environments are not a realistic alternative to the labora­
tory. They are. 

That is not to say that we should give up laboratory research. As . 
Driskell and Salas (in press) point out, laboratory research is a valu-
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able tool for testing theory. Unfortunately, there has been precious 
little theory to test until now. We will see what kinds of laboratory 
research will emerge in the coming years. 

KEY POINTS 

• Effective teams appear to share a mental model of their members' 
knowledge, skill, anticipated behavior, and needs. 

• Few studies have examined team decision making; of several re­
viewed, shared problem models based on explicit communication 
differentiated good from poor teams. 

• Sources of failure in team decision making include poor com­
munication, logical errors, inadequate situation assessment, and 
pressures to conform. 

• More studies are needed to identify features that distinguish good . from poor teams, so that training can address these features. 



Chapter 20 

Team Decision-Making Biases: An 
Information-Processing Perspective 

LorRaine Duffy' 
Air Force Human Resources Laboratory 
Wright Patterson Air Force Base 

INTRODUCTION 

Decision problems in business, military, health care, and other settings 
are often so complex that multiple experts and sources of information 
are essential to reach a solution. The complexity grows when expert 
systems, decision aids, and other support technologies are included in 
the process. How are we to understand this phenomenon? How do we 
improve it? 

The intent of this chapter is to introduce: (a) the concept of a team as 
the information-processing unit, (b) the specialized problems that 
teams can encounter when making group decisions, and (c) the meth­
ods that are developing to improve team process and outcome while 
attempting to resolve a decision problem. 

The focus will be on a specialized collection of individuals (i.e., a 
team or group) who must coordinate their thoughts and actions to 
reach a desired state from their initial state (i.e., the resolution of the 
decision problem-MacCrimmon & Taylor, 1976). Teams,' as defined 

• Currently located at the Naval Command Control and Ocean Surveillance Center, 
Research, Development, Test and Evaluation Division. The views expressed in this chap­
ter are solely those of the author and should not be construed as an official position of 

the U.S. Government. 
1 The terms teams and groups have traditionally been used interchangeably (as in 

Sundstrom, DeMeuse, & Futrell, 1990), as will be the case in this chapter. The referent 
here, beyond the characteristics listed, is to a group of individuals, with each member 

having useful, specialized knowledge, interacting to some end (a decision resolution). 
This is also a broader definition than is being used in the chapter by Orasanu and Salas 
(this volume). As Seeger (1983) points out (with Orasanu and Salas concurring), the area 
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by Beer ( 1976), Dyer (1984), Morgan, Glickman, Woodard, Blaiwes, 
and Salas ( 1986), and Eddy (1989), are generally characterized by: 
more than one information source with defined roles and respon­
sibilities; tasks that require interdependence and coordination of 
knowledge and actions among its members; an ability to adapt and 
manage internal resources; having a common and valued goal(s). Their 
process may include several decision-making processes: autocratic, 
consultative, and participative decision making (Vroom & Yetton, 
1973; Vroom, 1976). For example, auiocratic decision making can be 
defined by a team leader who would obtain all necessary information 
from team members, then decide on the solution alone, without shar­
ing the problem. Consultative decision making would require the team 
leader to share the problem with the team members and then gather 
ideas and suggestions before making the decision alone. Participative 
decision making would require the team members to share the problem 
and the generation and evaluation of alternatives, in order to reach 
mutual agreement on the solution. Although participative decision 
making is most closely aligned with the concept of team decision mak­
ing, all of the above strategies are used by teams at various times, 
depending on the task requirements, time pressure, and the need for 
acceptance of the decision. Team performance, on the other hand, ac­

. counts for far greater activity than just decision making. It implies 
coordination of information, resources, time, and actions. This will not 
be the focus of this chapter. See Dyer (1984), McGrath ( 1984), Modrick 
(1986), and Eddy (1989) for reviews. 

Sundstrom et al. (1990) have conceptualized teams in organizations 
" using two dimensions: differentiation of members, and integration 
within the organizational structure. Differentiation refers to the de­
gree oftask specialization, independence, and autonomy ofteam mem­
bers. In this chapter, highly differentiated teams are the focus. These 
teams require expert, role-differentiated specialists, often in spe­
cialized facilities. Organizational integration refers to the degree to 
whic\:l the team activities are linked with other aspects of the larger 
organization. Teams with either high or low integratioit are the focus 
here. Action and negotiation teams, such as cockpit crews, medical 
emergency teams, or expeditionary forces, are generally highly inte­
grated into the larger organizational system, indicated by perfor-

of group decision making is confused by the preponderance of academic literature that 
Mes artificial groups brought together in a laboratory setting to finish some arbitrary 
task. These are not the same as "real teams" and, therefore, not the referent of this 
chapter. One variable that may serve to better define artificial versus real teams or 
groups is th.f accountability of each individual to the team (Tetlock, 1985). 
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mance that is closely synchronized with organizational counterparts 
and support units. Project and development teams are defined by spe­
cialized experts and are generally low in their organizational integra­
tion: They are often internally paced, with less synchronization within 
the organization (although there may be a requirement for much ex­
ternal communication). Sundstrom et al. (1990) portray two other 
teams in their team typology: advice/involvement and produc­
tion/service work teams. Both are low in member differentiation and 
vary in organizational integration. Advice/involvement teams are low 
in integration, depicted by few demands for synchronization with oth­
er work units and often minimal external exchange; produc­
tion/service teams are highly integrated, depicted by externally paced 
work which is usually synchronized within and outside the 
organization. 

Teams may cycle through each of these types across time, as a func­
tion of task requirements. And task requirements en'gage different 
levels of psychomotor and task coordination, as well as different levels 
of intellectual teamwork (Galegher, 1990). Highly differentiated 
teams imply information-intensive environments (such as military in­
telligence units or system design teams) in which the participants (as 
specialists) are working together to produce or manipu,late informa­
tion in order to reach judgements and decisions. Team productivity 
may be more difficult to improve in these information-intensive en­
vironments. How do we support intellectual teamwork? An 
information'processing perspective facilitates understanding of this 
process .and may suggest ways to improve it. 

TEAMS AS INFORMATION PROCESSORS 

In recent research, Hinsz (1990a) has outlined a framework from which 
to study team decision making. He implies that team decision making 
may be described as an information-processing process, as do others 
(Lord, 1985; Baron & Byrne, 1987; Wegner, 1987; Klein & Thordsen, 
1989a apply it to a '''team'' description). Groups that make decisions 
must process information, and, therefore, can be considered informa­
tion processors (Hinsz, 1990a). This approach suggests that "the same 
set of processes that occur for individuals are conceptually involved iii 
the information processing by a group" (Hinsz, 1990a, p. 12). General 
information-processing categories that may serve to better describe the 
intellectual teamwork process are: attention, acquisition, ' encoding, 
storage/retention, retrieval, and judgement/response (Hinsz, 1990a). 
These represent the major points where information is filtered or changed 
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(Lord, 1985). These categories may also help us understand where and 
how team decision making biases occur. Team activities at each stage 
are represented next. 

The processing objective. The team's task or the team's goal can 
be the processing objective and serves to define the context in which 
the activities take place (Mackie & Goethals, 1987). Or the team goal 
may be a more external and broader goal, such as a military com­
mander's intent (Klein & Thordsen, 1989b). The processing objective 
provides a context in which the team acquires information to process. 
And it defines the processing domain for the researcher. For example, 
flight crews process information in order to ensure a successful flight, 
command and control teams process information in order to ensure 
predictive ability about the enemy, and medical teams process infor­
mation in order to provide the correct treatment plan. The "end" goal 
provides the very different context of each of these examples. 

Attention/perception. The information perceived depends upon 
individual attentional resources and schemas. Individuals have limit­
ed attentional capacity (Posner, 1982); however, can teams have a 
greater capacity for attention due to the additive effect of many indi­
viduals who are attending to a large body of information? Common 
sense dictates that this leads to a greater chance of object detection 
and problem resolution. Internal schemas (defined as preexisting cog­
nitive structures that direct perceptual activity, Neisser, 1976, p. 14) 
can guide attention. (See Johnson-Laird, 1983; Thorndyke, 1984; and 
Gentner & Stevens, 1983, for a fuller explanation of schemas and 
mental models. They will be used interchangeably and in their general 
sense in this chapter.) If this is true, then the concept of shared sche-

" mas becomes one way to depict the "determinant" of team attentional 
capacity. Ifteam members have consonant schemas (or mental models), 
then team attentional capacity should be enhanced because there will 
be less process loss (Steiner, 1972; 1976). If schemas are inconsonant, 
then misunderstandings and team failures can occur (Cannon-Bowers 
& Salas, 1990). 

This raises two basic issues that are currently unresolved. (a) What 
do schemas refer to beyond similar understanding: schema of the prob­
lem, schema of the threat, schema of the overall situation, some sense 
of the predictability of the situation or some combination (Hinsz, 
1990b; Noble, 1989)? (b) Second, at what point do you have an op­
timally "consonant" schema? If all the team members operate with 
very similar schemas, then why bother having multiple people? That 

- is, what constitutes optimality in individual differences regarding 
these schemas? In other words, when do you need consonant schemas 
and what aspects of schemas are or need to be consonant (Rentsch & 
Duffy, I990)? 
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Acquisition. Once information has been attended to, the team 
must acquire it in order to use it. Team acquisition of information is 
the most complex component of the team information-processing mod­
el (relative to individual processing). It is not necessary for all the 
members to have acquired the information for the team to have ac­
quired it. Laboratory research indicates that, in order for a group to 
have acquired the information, at least two'members of the group need 
to have received the information. If only one individual has the infor­
mation, it is treated as an individual's opinion about that information 
(Hinsz, 1990a; Stasser & Titus, 1985, 1987; Stasser, Taylor, & Hanna, 
1989). However, in highly differentiated teams, an individual member 
may be the only source for a piece of critical information, and the team 
has no choice but to consider that information. Laboratory research 
must be extended to these applied problems, where a member is held 
accountable for specific information and it is considered a team 
acquisition. 

Encoding. The next step is encoding. Encoding is the process by 
which information is translated into an internal symbolic code (Lord, 
1985). "Encoding is important because it reflects the question of how 
the separate individual representations of the information by each 
group member are combined in a meaningful rep�esentation by the 
group" (Hinsz, 1990a, p. 14). Encoding informatio

'
n by a team may 

result in a shared mental model or a shared representation and under­
standing of the decision problem, as well as the context of that prQblem 
(Zimmerman, Ono, Stasson, & Davis, 1985; Cannon-Bowers & Salas, 
1990; Orasanu & Salas, this volume). 

Storage. Once information has been encoded, it is then stor�d. Stor­
age implies what is captured in group memory (Hinsz, 1990c), which is 
a function of the group process (Wegner, 1987). Transactive memory, as 
defined by Wegner, results in the expansion of personal memory 
through communication with the other members of the group. One 
could use a metaphor of "group mind," analogous to the individual 
mind. The critical components include labels for information and 
knowing where the information is located. In a group this means know­
ing who has what information. This does not mean that everyone 
shares all the stored knowledge, but that they share knowledge of the 
information category labels (which may be idiosyncratic to the group) 
and knowledge of who possesses specialized information. Hinsz ( l990c) · 
notes that the storage capacity of a group is "group size" times larger 
than individuals; however, groups are not as efficient as they should be 
because of the process losses incurred from the collaboration required 
to remember at the group level. Good teams may overcome this 
through extensive training or experience together (e.g., Navy Combat 
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' Information Center teams, as described by Morgan et aI., 1986), or 
through highly prescribed roles for interaction (e.g., ground control 
operators interacting with flight crews). 

Retrieval. Retrieving the information from memory is different for 
a team, as opposed to inruvidual retrieval. Retrieving information 
from group memory results in superior remembering than from indi­
viduals. Hinsz (1990c) suggests that this is because groups are more 
accurate at pointing out whether retrieved information is correct or 
not. And group members can correct faulty retrievals. Retrieving in­
formation is susceptible to point-of-view errors. An individual recalls 
information based on the point of view that one has chosen for the 
retrieval search (Lord, 1985; Hastie, 1981), which may or may not 
coincide with the group's point of view. 

Judgement/decision_ Finally, all this information processing re­
sults in a judgement or decision response. There is an extensive re­
search history regarding inruvidual decision making and judgements 
(see Abelson & Levi, 1985, for a review). To understand team decision 
making, one should understand the difference between a collective 
response and team decision making as a coordinated series of innumer­
able small decisions and actions resulting in a team product. An exam­
ple of the former is a military command and control plan. An example 
of the latter is a high-performance flight by a cockpit crew. Whichever 
view you have determines the nature of the analysis. This results in a 
research literature divided into "problem camps," based on the task 
under study, not on a larger theoretical process. (See Davis & Stasson, 
1988, for a discussion.) 

In sum, the idea of the team as an information-processing unit has 
utility because it constrains a remarkably complex phenomenon. This 
framework will be used as a basis from which to analyze both biases 
and errors that teams comnrit in their information processing. It will 
provide a framework for addressing how we can go about improving 
the team decision-making process. 

, 
TYPES OF BIASES AND ERRORS IN TEAMS AS 

INFORMATION PROCESSORS 

Although team decision making is similar to the inruvidual process, it 
is susceptible to different types of errors and biases. Research has 
shown, and common sense dictates, that teams can make better (more 
informed, less biased) decisions than an individual (Hill, 1982; Mi­
chaelson, Watson, & Black, 1989), under certain conditions. However, 
when teams do go wrong, spectacular and devastating consequences 
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can occur. For example, over 60 percent of airline accidents have been 
attributed to poor crew coordination and decision making (Foushee & 
Helmreich, 1988). The 1989 Valdez oil spill has been linked to a crew 
that decided not to intervene in the decision making of a drunken 
captain. The 1990 misfiring of a Martin Marietta satellite into the 
wrong orbit has been attributed to a misunderstanding between engi­
neers and computer programmers (AP, 1990). Recent military inci­
dents in the Persian Gulf (involving the USS Stark and the USS Vin­
cennes) illustrate that the failure in team decision making can 
compromise safety and national security. The challenge is to under­
stand what constitutes effective team d�cision-making performance 
and to determine interventions that can reduce potential errors in this 
process. 

At this time, studies in team decision-making errors are productions 
of laboratory research. One taxonomy of errors that occur in team 
decision making consists of three categories: informational, norma­
tive, and structural (Duffy, 1990a). Informational errors occur as a 
result of misinterpretation of content and presentation of information 
(Sage, 1981). They are similar to Janis's (1989) and Kahneman, 
Tversky, and Slovic's (1982) depiction of cognitive errors. These are a 
function of cognitive "framing" effects and can result from the re­
liance on supposedly shared mental models, scheplas, or scripts. They 
can occur at every stage of team information protessing. For example, 
selective attention can be affected by a narrowing of attention and 
rigidity of thinking under stress, priming effects, vividness of object, 
confirmation bias (Taylor & Crocker, 1982; Tolcott, Marvin, & 
Bresnick, 1989), and illusory correlation (Chapman & Chapman, 
1969). Encoding can be affected by coding information in a "story told" 
format or using inappropriate analogies to encode information (Janis, 
1989). Retrieval can be affected by many biases: satisficing (Cascio, 
1978) (i.e., retrieving the first alternative that meets minimal stan­
dards of acceptance, but that may not be the optimal solution); simply 
forgetting; the base rate fallacy (Kahneman & Tversky, 1973; Hinsz, 
Tindale, Nagao, Davis, & Robertson, 1988); the availability heuristic 
(i.e., remembering what's most easily retrievable in memory, 
Gabrielcik & Fazio, 1983), theory perseverance (i.e., remembering that 
which preserves one's implicit theory, Anderson, LePPer, & Ross, 1980); 
and group shifts (Myers & Lamm, 1976). These may most severely 
impact action and project teams, those that are highly differentiated, 
since there is a greater need to coordinate information. However, any 
team may succumb to these types of biases. 

Normative influences are derived from interaction with significant 
others or the expectation of in�raction with others, for example, social 
pressure. Janis (1989) refers to these as affiliative influences. They 
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could impact multiple levels of team information processing at any 
point in time. They include such decision-making dysfunctions as 
groupthink (small group consensus to preserve group harmony; Janis, 
1972; Janis & Mann, 1977); Harvey's (1974, 1988) "Abilene Paradox" 
(outward group acceptance of a proposal, which is, in reality, supported 
by no one, or false concensus effect, Sanders & Mullen, 1983); conflict 
or mismatch in member's goals (Klein & Thordsen, 1989); confusing 
decision quality with decision acceptance; unresolved personality and 
ideological conflicts; coordination errors (e.g., passing information to 
the wrong member, Klein & Thordsen, 1989a); bias towards turn tak­
ing by group members (Galegher, 1990); misunderstanding and lan­
guage ambiguities; dominant personality usurping the team decision­
making process; incremental decision making (Janis, 1989); or the 
inability to make quick, nonhabitual decisions. These errors tend to be 
a function of social influences and are unique to group decision mak­
ing. They may more severely impact teams that are low in organiza­
tional integration, such as project and advice teams, because of their 
greater reliance on internal group process (see Sundstrom et aI., 1990). 

Structural effects on team decision-making errors result from 
larger, more global organizational processes and context (Cohen, 
March, & Olsen, 1972; Hackman, 1990), and are most relevant at the 
information acquisition stage of information processing. Structural 
effects include the organizational "meaning" (Rentsch, 1990) imbued 
in common organizational events experienced by each team member. 
Errors in team decision making can result from mismatches in teams 
and their organizational environment (March & Weissenger-Baylor, 
1986), task circumstances, spatial arrangement in organizations (local 
or distributed settings), degree of technological support, degree of in­
formational support, reward structure, inappropriate lines of authori­
ty (Rochlin, La Porte, & Roberts, 1987); or socially distributed cogni­
tion that is not taken into account (participants who vary in the 
knowledge they possess about a decision problem, Cicourel, 1990; 
Hutchins, 1990). The structural level of analysis gives one a "higher 
order" view of analysis; any given team error may still be described at 
the informational and normative level. Team type, by definition, is a 
structural variable. However, how team typeJ interacts with struc­
turally determined biases/errors is unclear. 

, IMPROVING TEAM DECISION MAKING 

If teams engage in information processing, as described earlier, and 
teams are susceptible to unique errors, how is the process to be im­
proved? .There are three areas in which advances have steadily influ-
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enced improvement in team decision making. The most important, and 
the one with the longest research history, is team training. Organiza­
tional design to support team decision making and group support tech­
nologies are relative newcomers, with little empirical evidence to 
guide them. Team training is covered by others in this volume (both 
Orasanu and Means). The other two areas are described below. 

Organizational design. Team decision making can be impacted by 
organizational design elements (Hughes, 1986), summarized by the 
following components: team size, member proximity, task type, 
centralization of control, temporal distance, and degree of cooperation 
(Dierolf, 1990; Huber, 1990). All these elements work in concert. How­
ever, empirical evidence comes in the form of laboratory experiments 
that manipulate any one or only a few of these variables. There is 
increasing evidence in applied research indicating that organizational 
structure and setting influences team cognitive strategies (Cicourel, 
1990). A new perspective is to look at the organizational elements and 
see how they may enhance or constrain the way teams operate. 

There is a relatively new point of view coming from in-depth analy­
sis of several industries that operate in complex, inherently hazardous, 
and highly technical task situations, under conditions of tight coup­
ling and severe time pressure: en route air traffic control, utility grid 
management by electrical companies, and Navy air operations 
(Rochlin, 1986). The most informative has been a study of naval flight 
operations on U.S. Navy carriers. These flight operations are executed 
successfully in a very complex environment, without adhering to the 
accepted requirements of long training, careful selection, task and 
team stability, and cumulative experience. The Navy has a young and 
largely inexperienced crew, with a management staff of officers that 
turns over about half of its number each year, and an environment 
which is rebuilt from scratch every 18 months (Rochlin, La Porte, & 
Roberts, 1987). lWchlin and his colleagues have examined the positive 
effects of high turnover, authority overlays (even the lowest ranking 
member has the authority to suspend flight operations immediately, 
under the proper circumstances), and redundancy in the form of tech­
nical, supply and decision/management redundancy (the latter is the 
internal cross-checks on decisions and fail-safe decision redundancy in 
the event of an organizational unit failure). These organizational de­
sign elements coalesce into a remarkably low error rate. They note 
that these elements in an "ordinary" organization would be charac­
terized in negative terms. In other words, the Navy has back-up sys­
tems that are different in pattern and structure from the primary 
systems. There is constant critical monitoring of staff" with task re­
sponsibilities. Authority and responsibility are distributed in different 
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patterns and can shift in a contingency situation. As &chlin defines 
it, these are examples of "organizational self-design, in which modes 
and modalities of adaptive response are created, within and by the 
operating organization, to deal with the recognized range and variance 
of contingencies and errors that they have observed" (1988, p. 2). 

The above is an example of how teams as decision making units are 
impacted by their organizational context. This level of analysis high­
lights structural and some normative errors and biases that may af­
flict the team. It gives us less insight into informational sources of 
team errors. How the information-processing perspective impacts our 

. understanding from this level is still uncertain. Team types, however, 
may provide a vehicle for better understanding. Would highly inte­
grated teams be most impacted by organizational design, since they 
must coordinate intensely with their organizational counterparts? Fu­
ture research may be able to answer this query. 

Group support technologies. A second area of improvement in­
volves "computerizing" the team. Earlier, a question was raised re­
garding the problem of increasing technological support of teams. On 
the positive side, greater emphasis has been pl.aced on technological 
support of group activities (Galegher, 1990). On the negative side, we 
are unclear about the effects of this support (DuffY, 1990b). The issues 
are numerous: local versus distributed teams (National Research 
Council, 1990), computers as team members, task allocation among 
man and machine (Stammers & Hallum, 1985), and electronic meeting 
management and collaboration management by computer support. The 
latter area has the most complete research evidence. However, the 
question underlying all these new advances is: Will the technology 
improve team decision making? The answer is, of course, "It depends." 

The areas that are encompassed by the computerization of decision 
support of groups comes under the title of group decision support sys­
tems (GDSS) and computer support of collaborative work (CSCW). A 
group decision support system is "an interactive computer-based sys­
tem that facilitates the solution of unstructured problems by a set of 
decision makers working together as a group" (DeSanctis & Gallupe, 
1985). These systems are designed to support planning and problem­
solving functions (Morrison, Morrison, Sheng, Vogel, & Nunamaker, 
1990). The hardware that supports these systems consists of some com­
mon elements. There is usually a meeting room with a large con­
fer<\nce table situated in it. There are individualized personal compu­
ters at each work station, networked with each other, and large or 
multip.le screen displays for common reference. Sometimes there are 
breakout rooms with more personal computers available, such as those 
described by Nunamaker, Applegate, and Kosynski (1988). Pinson-
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neault and Kraemer (1990) note that, in evaluating the empirical re­
search in this area, one finds that the use of GOSS does have several 
positive impacts. It increases the depth of analysis of groups, participa­
tion, decision quality, concensus reaching, the confidence of group 
members in the group decision, and satisfaction with group process 
and the decision. It decreases domination by a few members and the 
decision time.2 

A more software- and video-focused approach involves computer­
supported cooperative work, which focuses on the joint creation of 
documents and design projects, the integration of teams to information 
support systems, and cooperative work systems (Morrison et aI., 1990; 
CSCW, 1990). There is a greater emphasis on collaborative intellectual 
work and the technological advances developed to improve the quality 
and efficiency of collaborative work (Galegher & Kraut, 1990). Many 
of the latest advances involve common scripting environments and 
video linkages for distributed groups working in synchronous and 
asynchronous environments (CSCW, 1990). 

The hardware and software of GOSS and CSCW have the following 
objectives: (a) to provide information more accurately, more com­
pletely, and in faster accession time; (b) to reduce coordination effort; 
(c) to reduce the negative group influence effects (and move from a 
normative influence to an informational influence); a,nd (d) to increase 
wider audience view of the same material, with the assumption that 
this leads to faster common understanding (Kraemer & King, 1988). 

In order to accomplish this with the systems that are available, some 
assumptions about group decision making had to be made. These in­
clude (a) rationality of group decision makers; (b) the structure of the 
decision making process; (c) use of anonymity as a process controller; 
(d) use of a "facilitator" as a process controller (whether it be Ii compu­
ter or a human); and (e) the attempt to replicate as much as possible 
the richness of the communication environment that occurs in .a face­
to-face environment (Kraemer & King, 1988). 

These assumptions are still to be defended. First, March and his 
associates have questioned the rationality of group decision making in 
their depiction of organizational decision making and the "garbage 
can theory." It clearly depicts incidences of fortuitous interactions of 
problem, solution, participants, and choice opport\lnities (March & 
Weissinger-Baylor, 1986). Second, the team decision-making process is 
now redefined as an information-processing one. This is dissimilar in 

2 For further clarification, see reviews by Kraemer and King (1988), McDonald 
(1990), and Duffy (1990a). 

. 
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some ways to the approach depicted by multiattribute utility theorists 
(Abelson & Levi, 1985). Third, anonymity as a process controller has 
had limited support from the empirical literature (Connolly, Jessup, & 
Valacich, 1990), but is less relevant in the team decision-making en­
vironment where one must know who one's sources of information are 
(Cicourel, 1990). Fourth, the issue of the facilitator is almost a com­
plete unknown. The final assumption, the richness of the information 
communicated, is of particular interest in this arena. 

'!\vo types of communication requirements are influential in 
computer-mediated communication. Social presence (Short, Williams, 
& Christie, 1976) is the degree to which a medium communicates the 
actual physical presence of the participants. The second is information 
richness, which is defined by Daft and Lengel (1986) as a proposition 
that communication channels differ in their ability to convey the rich­
ness of information needed for a task. Simply increasing bandwidth of 
communication (providing more information for the participants via 
video and audio capabilities in a synchronous environment) has been 
the traditional tactic for improving team decision making, as sug­
gested from empirical research by WiJliges, Johnston, and Briggs 
(1966). However, contradictory research by Wellens (1989) using a psy­
chological distancing model of telecommunication, found that increas­
ing communication richness did not always lead to increased team 
situation awareness or task performance (Wellens, 1990a). His use of 
an interactive resource allocation task (Wellens & Ergener, 1988) al­
lowed him to manipulate bandwidth across keyboard, audio, and video 
dimensions. He found that there was a tradeoff between maintaining 
communication with remote team mates and completing local task 
responsibilities (Wellens, 1990a). This has important implications on 
the issue of presenting feedback from distributed team members to 
ensure a shared situational understanding, as Chapanis, Ochsman, 
Parrish, and Weeks (1972) and Galegher (1990) advise. One must also 
weigh the impact of "firehosing" team members in the context of com­
plex individual tasks with too rich an information environment re­
garding their team members' decisions (Wellens, 1990b). 

How team types interact in the context of group decision support 
systems is an unanswered question. Advice/involvement teams have 
been the focus of much of the group support technology, particularly 
since their process is more concensus dependent. However, negotiation 
teams fall into this category for the same reason. In fact, to pursue this 
typology proves confusing, since some other underlying-and un­
known at this point-dimension may be operating. Research into the 
answer is sorely needed. 
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SUMMARY 

There is evidence that team decision making is on the increase. 
Through technological innovation, we have begun to support their pro­
cess with greater success (Galegher & Kraut, 1990). Although great 
attention was paid to this process in the 1960s (Parsons, 1972), few 
significant advances in understanding or predicting the process had 
been made until the 1980s. (See reviews by Davis & Stasson, 1988, and 
Levine & Moreland, 1990). With new perspectives on the phenomenon 
(as depicted here by the information-processing approach), greater em­
phasis on the team's system qualities (an. individual within a team 
within an organization within an environment), and advancements in 
the support technology by system designers, we_are on the verge of 
altering the way we do business. What does that mean? 

There will be an increasing focus on mental models or schemas as 
the criterion of exchange among team members (Thorndyke, 1984; 
Cannon-Bowers & Salas, 1990; Orasanu & Salas, this volume) and the 
effect of team member relationships on that exchange (group process 
variables, as discussed by Foushee & Helmreich, 1988). The computer­
ization of that exchange process will focus on concepts of group/team 
memory (Wegner, 1987), information richness (Daft & Lengel, 1986), 
and psychological distance (Wellens, 1989; 1990a), especially in dis­
tributed environments (Fischhoff & Johnson, 1990). As we understand 
what it is that teams do to make them so much better than individuals 
in certain situations (Hill, 1982), we will become better at building 
support systems to enhance their functioning. By using an informa­
tion processing approach, we can break down what they do in complex 
environments into the observable pieces of what they are doing. This is 
contrasted by traditional approaches (e.g., multiattribute utility theo­
ry) which focus on what we would like decision makers to do. To para­
phrase Tetlock (1985), a new research program, with an emphasis on 
understanding the social context, needs to be developed in order to 
provide us with a greater understanding of the team-technology fit. 

KEY POINTS 

• The complexity of studying team decision making can be handled 
by using an information-processing approach. 

• The stages of information processing relevant to team decision 
making are: 



attention/perception 
acquisition 
encoding 
storage 
retrieval 
judgment/decision 
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• Certain biases and errors are unique to these stages. 
• Improvements in organizational design and group support tech­

nologies are new to team decision-making support. 
• An information-processing analysis of team decision making would 

help in improving the design of new supports. 
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Chapter 21 

A Laboratory Scientist's View of Naturalistic 
Decision Making* 

Michael E. Doherty 
Bowling Green State University 

The editors have invited me to write a commentary, from the point of 
view of an "outsider" and a laboratory scientist, on the naturalistic 
decision making chapters in this book. It might be appropriate to note 
at the outset that I came to the study of judgment and decision making 
from outside the JDM fold; hence, the comments in this chapter can be 
attributed neither to loyalty to some former mentor nor animus toward 
some former mentor's antagonist. The comments are certainly not un­
biased, as I think that I have been deeply influenced by probabilistic 
functionalism, especially as articulated and extended by Hammond. 
But I still have the deep intellectual and emotional attachment of the 
experimental psychologist to the simple, single variable experiment. 

This chapter is in two rather distinct parts. The first, "Overview of 
Judgment and Decision Making," is an attempt to present the reader 
with a broad sketch of the entire field. It is included primarily' to 
provide a relatively broad context into which to locate naturalistic 
decision making. The second part, "Naturalistic Decision Making," is a 
commentary on the above chapters. It is largely independent of the 
first. 

'" Written while the author was a visiting professor at University College, Dublin. 
The author expresses his appreciation to the Council for the International Exchange of 
Scholars for Fulbright support, to his home university for generous sabbatical support, 
and to University College Dublin for providing a home away from home. 
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OVERVIEW OF JUDGMENT AND DECISION 
MAKING 

Historical Note 

The field can best be traced, I believe, by simply noting some landmark 
publications. The roots may go back to antiquity; perhaps Adam per­
formed a decision analysis before making the choice of whether or not 
to take that first bite. If so, his tech report is lost, probably in a flood, 
and probably uninsured. But for present purposes it might be more 
prudent to eschew the form of history that seeks the seeds of all knowl­
edge in the wisdom, or folly, of the ancients. 

The first landmark papers were in the mid-1950s, with the publica­
tion of two papers in the Psychological Review, "The theory of decision 
making" (Edwards, 1954) and "Probabilistic functionalism and the 
clinical method" (Hammond, 1955). These two seminal papers led to 
two significant programs of research, decision theory and social judg­
ment theory, respectively, that progressed essentially independently of 
one another until the publication of the tour-de-force that many con­
sider to have established the field of JDM, Slovic and Lichtenstein's 
(1971) "Comparison of Bayesian and regression approaches to the 
study of human information processing in judgment." I cannot pass 
the 1960s, however, without mentioning several other significant pub­
lications. Two, Hoffman's (1960) "Paramorphic representation of clini­
cal judgment" and Goldberg's (1968) "Simple models or simple pro­
cesses? Some research on clinical judgment" triggered much interest in 
the statistical modeling of judgment. Another was Coombs's "Theory of 
Data" (1964), which made theoretical and methodological contribu­
tions to the study of utility. Peterson and Beach's (1967) "Man as an 
intuitive . statistician" was a high water mark for the conception of 
decision theory as a valid descriptive model, one that needed but minor 
parameter adjustments to make precise fits to behavior. That concep­
tion was already under fire, but the flush of enthusiasm reflected by 
an intuitive statistician provided a backdrop that made the next devel­
opment dramatic. 

The publication of "Judgment under uncertainty-heuristics and 
biases" Iri Science (Tversky & Kahneman, 1974) and the subsequent 
book of the same name (Kahneman, Slovic, & Tversky, 1982) intro­
duced some radically new concepts which were then and are still extra­
ordinarily resistant to incorporation into formal models. The heuris­
tics and biases research sought to explain "both correct and erroneous 
judgments in terms of the same psychological processes" (Kahneman 
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et aI., 1982, p. xii). It had a major impact on cognitive social psychology 
(Nisbett & Ross, 1980), and as Hammond (1990) noted in his paper in 
the memorial tribute to the late Hillel Einhorn, it brought the whole 
JDM field into much more prominence in psychology in general. A 
consequence of this research was the conclusion that traditional deci­
sion theoretic models were of dubious validity as descriptive models, 
and that there were formidable measurement difficulties to be over­
come when using decision analysis prescriptively, that is, as a decision 
aid. These messages were fully consonant with Herbert Simon's then 
already well-known assessment of decision theory,. but which was 
stated especially forcefully in his 1983" Reason in Human Affairs. 

Other traditions of decision research were also developing, more or 
less independently of those just noted. One that has been largely out­
side the JDM mainstream is the conflict theory of Janis and Mann 
(1977). Their book, Decision Making: A Psychological Analysis of Con­
{lict, Choice and Commitment, seems to me to be a major, insightful 
effort at understanding decision making, but is cited neither Ham­
mond, McClelland, and Mumpower's (1980) attempt at integration nor 
in the recent book by von Winterfeldt and Edwards (1986), and is cited 
in but one of the 43 readings in the recent compilatjon by Arkes and 
Hammond (1986). Janis and Mann's (1977) book citesHammond -not at 
all, and Edwards only in passing. I suspect that one reason that it has 
been essentially ignored by mainstream decision theorists is its non­
quantitative character, for JDM has from its earliest wellsprings in 
statistical decision theory and economic theory (Edwards, Lindmann, 
& Savage, 1963) and in correlation and regression (Hammond, Hursch, 
& Todd, 1964; Tucker, 1964) been centrally concerned with quantita­
tive modeling. 

Much more in the mainstream has been the work of Norman Ander­
son (1981, 1982), and his students, Martin Kaplan, Lola Lopes, Irwin 
Levin, and Jim Shanteau. Shanteau's long interest in experts, dating 
to his work with expert judges in agriculture (Shanteau & Phelps, 
1977), may be of considerable potential relevance to the content of the 
present volume. Perhaps the seminal Anderson paper from a historical 
perspective, one that links him firmly to what Hammond in this vol­
ume called Wundt's choice, was his 1970 Psychological Review paper, 
"Functional Measurement and Psychophysical Judgment" (Anderson, 
1970). 

A final major strain of decision research, more closely linked to the 
rich literature in problem solving than those already mentioned, is 
process tracing, with John Payne being a prominent representative. 
Although it is not a decision-making work per se, the classic 

'
and cer­

tainly seminal publication in this field has to be Newell and Simon's 
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(1972) Human Problem Solving. It is to be hoped that ties between the 
decision-making and the problem-solving literatures deepen and 
broaden; Hammond's chapter suggests that such an outcome might be 
one result of the work in naturalistic decision making. 

Ten years after the publication of Slovic and Lichtenstein's (1971) 
"founding" review, another influential review appeared, this time in 
the Annual Review of Psyclwlogy. That was Einhorn and Hogarth's 
(1981) "Behavioral Decision Theory: Processes of Judgment and 
Choice." Now, 10 years later again, it appears that what Klein, Or­
asanu, Calderwood, and Zsambok hope to accomplish with this volume 
is to introduce into what I see as the young and remarkably vital field 
of JDM another strain, the study of complex, consequential decisions 
that must be made rapidly. JDM is far from a unified area of scholar­
ship; it is still quite heterogeneous, as at this stage of our knowledge it 
ought to be. Despite this heterogeneity, the next section is an attempt 
to provide a characterization of the current state of the field, with 
respect to the general methodological predilections of the principal 
players, and to locate naturalistic decision making therein. 

JDM Circa 1990 

There are a number of ways to classify the various approaches to 
studying judgment and decision. One useful way is to consider them 
according to a set of characteristics of the methods chosen, for as Ham­
mond (1966, 1990) insists, the commitment to a method implies a com­
mitment to a theory, whether the theoretical commitment is implicit or 
explicit. The present selection of the characteristics by which to 
categorize the approaches was influenced by Ward Edwards' descrip­
tion of two basic processes of decision analysis as decomposition and 
externalization, but these processes do not neatly divide the ap­
proaches. Many important distinctions, such as that between static 
and dynamic decision making (Brehmer, 1990; Hogarth, 1981), have 
not been included as defining characteristics, mainly because of the 
paucity of research. 

Three characteristics will be used tg describe the field. Two are 
presented as though they represent clean dichotomies, but of course 
reality is much messier. The three are (a) whether the response re­
quired of the ,>ubject is holistic or decomposed, (b) whether the inves­
tigation calls for the subject to make responses to one problem or to 
many, and (c) a less clean dichotomy, if the judgment is holistic, then 
whether the subsequent decomposition (which is required to external­
ize the process) is via intuition or algorithm; if the judgment is already 
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a decomposed one, then whether the subsequent aggregation (which is 
required to translate the process into judgment or choice) is via intui­
tion or algorithm. If the subsequent aggregation is via intuition, it 
may be by either the subject or the investigator depending upon the 
purpose of the study. Figure 21.1 shows the eight resulting categories, 
with eight (even though there are nine acronyms shown on the figure!) 
major approaches to judgment and decision making classified into one 
or more of these categories. Let the reader be forewarned that some of 
the approaches described are primarily descriptive methods aimed at 
understanding decision processes, whereas others, while based on re­
search, serve as decision aids. 

The first methodological distinction is whether the investigator re­
quires the subjects to make holistic judgments, that is, to integrate 
multiple information inputs and to process that information into a 

Figure 2 1 . 1 .  A classification of approaches to JOM according"to three aspects of 
the methods used in each, (a) whether the response used by the subject Is holistic 
or decomposed. (b) whether the subject response to one problem or many. and 
(c) whether the subsequent processing Is intuitive or algorithmic. The 'ocronyms 
are fully explained in the text. Briefly. they are, SW-subjective weights. SJT­
soclol judgment theory. liT-information Integration theory. )H&B-heuristics and 
biases. NOM-naturalistic decision making. J&M-Janls and Mann. PT-process 
tracing. SEU-subjectively expected utility theory. and MAUl-multiattribute utility 
thea� 
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single output. This is contrasted with the decomposed judgment, 
wherein the investigator has the subject, often with extensive guid­
ance from the investigator or consultant and from the structure im­
posed by the paradigm, break a complex problem down into its compo­
nent parts. 

The second refers to whether a given subject will see and respond to 
one or to many problems. If many problems are presented then they 
are typically problems of exactly the same type with the same set of 
characteristics, with from one to all of the characteristics varying from 
trial to trial. A holistic response is made to each problem, and decom­
position (the third distinction) into the components of the subject's 
integration strategy is typically via statistical means, such as analysis 
of variance or multiple regression. If the subject responds holistically 
to but one problem, then decomposition via some computer algorithm 
does not appear to be a meaningful option, but that may simply reflect 
my lack of imagination. 

Given that the person has decomposed the problem, the remaining 
role available to an algorithm is to put it back together. This approach 
is predicated on the logic that people are better at making judgments 
of the parts than of complex wholes. That is, the argument is that 
cognitive limitations prevent us from doing an adequate job of making 
complex judgments, or judgments with many component parts. For 
pragmatic rather than theoretical reasons, investigators rarely elicit 
large numbers of decomposed judgments from a single subject; hence, 
the node at Many on the Decomposed judgments side of the figure has 
no representatives. 

There are, as noted, other category schemes, such as the classifica­
tion into normative (ideal), prescriptive (pertaining to teaching or deci­
sion aiding), or descriptive models. However, some of the standard 
approaches might, depending on the purpose of the investigator or 
practitioner, serve any one or even more than one of these purposes in 
a given implementation. While this distinction is not criterial for the 
category system, it is a most useful one and will be brought to bear in 
the description of the models as circumstances warrant. Another 
characteristic that will not be used here as a classificatory feature is 
whether the paradigm calls for an actign to be selected or calls for 
some judgment short of action. The same paradigm may call for an 
action in one implementation and a judgment in another, although 
there has been a tendency for holistic approaches to use judgments and 
decomposition'al approaches actions as dependent variables. 

Let us briefly characterize each of the approaches so classified. 
Social Judgment Theory (SJT). In a typical social judgment theo­

ry study the investigator, after consulting experts and relevant litera-
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ture in the content area, decides upon a set of cues, often to some 
environmental object that is not directly knowable, and decides upon 
the levels appropriate to each of these cues. The number of cues may 
vary from one to a large number; as many as 66 have been used (Roose 
& Doherty, 1976). A large number of multicue or multiattribute ob­
jects, or cases, are then composed by having all of the cues present on 
each one, with the values of the cues varying. The subject inspects each 
multicue case and assigns a single value to it" the value representing a 
holistic judgment about some characteristic of the environmental ob­
ject represented by that case. The availability of a substantial number 
of quantitatively described cases for each subject permits the inves­
tigator to gain insight into and describe the subject's judgment policy 
via an analytic procedure, multiple regression analysis (hence, the 
term policy capturing). The result is' a quantitative expression that 
represents the subject's judgment policy by a set of weights and func­
tion forms (hence the term policy equation). 

For example, Ullman and Doherty (1984, Study 1) had clinical psy­
chologists and other subjects each inspect a large number (52) of clini­
cal cases of actual children, each child being described by the values of 
seven attributes relevant to the diagnosis of hyperactivity, The sub­
jects made a blind diagnosis on each case and provided a numerical 
confidence judgment of whether or not the child was hyperactive. Each 
clinician's judgments were regressed on the cues, with the resulting 
policy equations providing measures of the extent to which each at­
tribute had influenced the diagnoses. 

Br1.!nswik's principle of representative design, discussed in some 
detail by Hammond in this volume, calls for the formal characteristics 
of the task to be maintained in the formal structure of th" set of cases 
presented to the subjects. If the true value of the environment is avail­
able for each case, the subject's responses can be compared to the true 
values and the full analytical power of the lens model equation 
brought to bear on the job of interpreting how the subject knows the 
world. Notice that the singular "subject" has been used above. An 
important characteristic of much of JDM research in general and of 
social judgment theory in particular is the focus on the individual, and 
the intensive statistical analysis of the individual case has led Ham­
mond to label social judgment theory as an "idiographic/statistical" 
approach (Hammond, 1980). In many investigations those individual 
subjects have been highly experienced practitioners (Ullman & Doher­
ty, 1984; Wigton, 1988). 

Social judgment theory normally serves as a descriptive model, but 
in some applications the subject is expected to learn a set of environ­
mental relationships, perhaps via cognitive feedback (Balzer, Doherty, 
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& O'Connor, 1989). Cognitive feedback refers to the procedure of de­
scribing to the subject the actual relationships among the elements in 
the environment and in the subject's cognitive system. This form of 
feedback is contrasted with outcome feedback, which entails merely 
giving the subject the "right answer" on each trial. When the subject is 
expected to learn about an environment there is a normative aspect to 
the enterprise, with the environment serving as the normative stan­
dard and the degree of correspondence between the subject and the 
environment serving as an index ofnormativity. For a proper introduc­
tion to social judgment theory, consult the recent volume edited by 
Brehmer and Joyce (1988). 

Subjective Weights (SW). The reason that SW is not in bold face in 
Figure 21.1 is that it is not really a judgment and decision approach on 
its own hook. Often, after a subject has completed the judgments on 
the set of cases, the investigator will ask the subject to assign to each 
cue the weight that he or she believes best describes how important 
that cue was to his or her judgments. It was the repeated finding of a 
rather dramatic mismatch between the subjectively assigned and sta­
tistically captured weights that led to the conclusion that people had 
poor insight into their policies (Balke, Hammond, & Meyer, 1973). In 
two recent investigations (Reilly & Doherty, 1989, in press), we have 
provided evidence that the mismatch may be due to subjects' inability 
to,express the insight that they have rather than to the absence there­
of (or, pointing the finger in the other direction, the researchers' in­
ability to measure subjects' insight). I believe that the issue of the 
degree to which people know themselves or can express what they 
know (Nisbett & Wilson, 1977) is critical for some of the types of data 
gathering that are emerging as dominant methodologies in naturalis­
tic decision making (for example, Klein, this volume). 

Information Integration Theory (IIT). Like social judgment theo· 
ry, information integration theory involves presenting the subject with 
a number of multiattribute bundles, to each of which the subject 
makes a holistic, quantitative response. The arrangement of variables 
in an information integration theory investigation is according to a 
factorial design, and decomposition of the individual's judgment strat­
egy is via analysis of variance. The advantages of the factorial design 
are that the techniques of functional measurement allow the simulta­
neous asse'ssment of the composition rule used by the subject (additive, 
averaging, multiplicative, etc.) and the subjective scale values of the 
levels of the variables: Model testing is not divorced from measure­
ment. The analysis of variance of the factorial design permits much 
neater apportionment of variance to the interaction term than does the 
regression analysis. A disadvantage of the requirement of factorial 
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design, mitigated partly by the use of fractional factorial designs, is 
that relatively few levels of relatively few attributes can be used. This 
is because of the exponential explosion of the number of cases re­
quired; four factors each with five levels would require, for a full 
factorial design, 54 = 625 observations per subject, without provision 
for replication. 

Hammond (1966) has referred to traditional Wundtian research de­
sign as the "rule-of-one-variable;" Anderson's methodological reliance 
on the factorial design in the study of judgment would suggest that in 
his case that be modified to the "rule-of-at-least-two-variables." Infor­
mation integration theory has functioned primarily if not exclusively 
as a descriptive and theory testing approach, but its application has 
been to an astonishingly wide· variety of issues. For a proper introduc­
tion, the reader is referred to Anderson (1981, 1982). 

Janis and Mann (J&M). At .the other end of the spectrum de­
scribed in Figure 21.1 we have the decisional balance sheet method of 
decision aiding which forms a central part of Janis and Mann's work, 
although in adducing evidence for their larger theory of conflicted 
decision making they draw evidence from perhaps the widest variety 
of investigations of any approach represented in this brief survey. This 
description focuses on the "decisional balance sheet," which is a deci­
sion aid whereby the person decomposes and externalizes an important 
decision problem by listing the possible options for choice along one 
axis of a matrix, and listing four categories of anticipated conse­
quences along the other. The four categories are determined by wheth­
er the consequences are relevant to oneself or to significant others, and 
whether the consequences involve utilitarian considerations or one's 
own self-esteem. 

The decision maker fills in the matrix with the anticipated conse­
quences, positive and negative, doing so over a period of time sufficient 
to allow reflection on the implications of the decision, to allow search 
for information about the consequences, and perhaps the generation of 
new options that may be facilitated by the processes of decomposing 
and externalizing the problem. At some point, the decision has to be 
made, and this is done intuitively by the decision maker, that (is, the 
reaggregation of the information for purposes of action is done by the 
person without further decision aiding. Janis and Mann do provide 
some grading and counting procedures for the consequences, but it 
seems to me that their heart wasn't in it, and that they preferred the 
intuitive aggregation. It is my experience with graduate students who 
have done a decisional balance sheet as a course exercise that they, too, 
preferred intuitive aggregation. The best introduction remains Janis 
and Mann (1977), and there is a version for the nonspecialist (Wheeler 
& Janis, 1980). 
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Process Tracing (PT). The term process tracing refers to an at­
tempt on the part of the investigator to arrange the situation so that 
the person reveals aspects of the psychological process as that person 
engages in the process of decision making or problem solving. One 
typical method, borrowed directly from the influential work of Newell 
and Simon (1972) involves the recording of think-aloud protocols that 
are taken as the subject goes through some complex task. Whereas 
Newell and Simon used problem-solving tasks such as cryptarithmetic, 
an investigator studying decision making might use a diagnostic prob­
lem (Dowie & Elstein, 1988; Elstein, Shulman, & Sprafka, 1978) or the 
selection of an apartment (Payne, 1976). The approach has been ex­
tended to still less well-defined problems, such as reasoning in social 
science, by Voss and his colleagues (Voss, Tyler, & Yengo, 1983) and 
scientific creativity by Tweney (1985). Process tracing approaches to 
the investigation of decision making blur the distinction between prob­
lem solving and decision making (Einhorn, Kleinmuntz, & Klein­
muntz, 1979), which is a good thing to the extent that the two tradi­
tions of research can begin to inform one another more than has been 
the case in the past. It is riot a good thing if essential distinctions will 
be lost. This will come up again, in the discussion of actions vs. 
inferences. 

Process tracing appears to me to be a purely descriptive approach, 
but as such, it has implications for the validity of normative models 
and for the potential utility of prescriptive models. For a recent review, 
see the article by Ford, Schmitt, Schechtman, Hults, and Doherty 
(1989). 

Subjectively Expected Utility Theory (SEW This, along with 
multiattribute utility theory, is the theoretical orientation with which 
much of the present book is contrasted. In its baldest form, it holds 
that decisions are or ought to be made according to a value maximizing 
principle. The procedure for doing so entails assigning values to a set 
of outcomes, the outcomes being conjunctions of options for action and 
the possible states of the world. There are always at least two options, 
even if only "act" vs. "do nothing." Each outcome is assessed according 
to its probability of occurrence and according to how much one would 
like the outcome should it occur, that is, its utility. The probabilities 
and utilities are assumptively independent, which means that you 
should not let your expectation of peace be influenced by how much 
you'd ltke there to be peace. The assumption of independence allows 
the product of the probabilities and utilities for each outcome to be 
taken. Those products are then summed across the outcomes associated 
with each option, those sums being the subjectively expected utilities 
of the options. The rational decision rule is simple; take the action with 
the highest subjectively expected utility. The typical decision theorist 
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believes as most of us do that the computational requirements of the 
model exceed human capabilities. Hence, the ,decision maker, with 
guidance from a decision analyst and within the structural constraints 
of the model, first sets up, or scaffolds, the problem, that is, decides 
what the actions, states, outcomes, and dimensions of utility are. Then 
the decision analyst obtains the necessary values of the probabilities 
and utilities from the decision maker via one or more elicitation meth­
ods. The calculations necessary to aggregate the component informa­
tion are then carried out according to an appropriate algorithm, which 
for a very complex, highly uncertain decision may require a computer. 

Why is SEU represented twice, once under aggregation by al­
gorithm, and again, in parentheses, under aggregation by intuition? A 
complex problem may well require extensive computation and compu­
ter support, but a simple SEU problem may be such that the process of 
structuring the problem clarifies it to such an extent that the decision 
is made intuitively in the course of the analysis. Many graduate stu­
dents have performed SEU analyses over the years in my JDM course. 
Their reports have been virtually uniform, with comments such as "I 
have never thought too clearly about an important problem, but I made 
up my mind before I did any calculations." I recall Edwards making a 
similar comment, that for many decisions the scaffolding of the prob-
lem was the most important part. -. 

SEU theory is an elegant formulation, which has resisted the most 
powerful attempts to bury it. It remains an influential model in JDM 
and in economics (Hogarth & Reder, 1986). It is, in the formulation just 
provided, clearly a normative model, the word rational being placed in 
fropt of decision rule above to emphasize that role. In the hands of 
applied decision analysts, it is a prescriptive model, a tool to aid deci­
sion makers to make better decisions. When some investigator com­
pares behavior in a specific situation, such as gambling, with the out­
put of an SEU analysis, then the model may be being used as a 
potential descriptive model. For a proper introduction an excellent 
source is von Winterfeldt and Edwards ( 1986). 

Since this is the model that has provided the contrast for many 
chapters in this book, I will return to it briefly below, in the section 
"An amateur's view of decision theory." 

Multiattribute Utility Theory (MAUT). In some decision situa­
tions, the decision will essentially determine the outcome,-as there is 
relatively little uncertainty that can be usefully encoded. An example 
is the choice by a doctoral student in clinical psychology who is trying 
to decide which of a number of distant internships to select. There are 
many differences among internship stations, and while there are un­
certain aspects, the difficulty of obtaining information relevant to the 
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uncertainty seems to make exclusive attention to the dimensions of 
utility a reasonable decision strategy. 

The MAUT procedure is straightforward. Each possible outcome, 
that is, being at the chosen station for the ensuing year, is listed. The 
decision maker is then required to decompose and externalize those 
aspects of his or her own value system, that is, to develop the dimen­
sions of utility to which the decision is relevant, and to assign im­
portance weights to those utilities. This may be done by a process, first, 
of ranking the dimensions, then of assigning an arbitrary value of, 
say, 10, to the least important one. Then, by analogy to the psycho­
physical method of ratio production, the decision maker assigns a set 
of numerical values to the set of utilities. Each possible outcome, which 
is assumed to be determined with certainty by the option selected, is 
then assigned a scale value that is supposed to represent the degree to 
which that option would satisfy the decision maker on each dimension 
of utility. The aggregation is then algorithmic, with the products of the 
importance weights and scale values being summed, and the rational 
decision maker opting for the action with the highest multiattribute 
utility. . 

As with SEU theory, multiattribute utility theory can function as a 
normative, prescriptive, or descriptive model, though it seems to me to 
be essentially prescriptive in nature. It appears twice in Figure 21.1 
for exactly the same reason: self-reports have been that the decision 
·became obvious as a result of the hard thinking that went into the 
decomposition and externalization of the problem, and into the very 
difficult intellectual work of dimensionalizing one's utilities and as­
signing explicit importance weights to those dimensions. The arithme­
tic was, according to the self-reports, superfluous for the relatively 
small-scale individual problems so decomposed. This would obviously 
not be so for complex, organizational applications. Edwards and New­
man (1982) provides an introductory treatment. 

Heuristics and Biases (H&B). A typical heuristics and biases in­
vestigation involves presenting the subject with a single scenario, a 
verbal ' description of some event or situation, and having that subject 
make a single response that will be an indicant either of how likely the 
subject thinks some aspect of that scenario is or what the subject's 
preferences are. This is done for a substantial number of subjects, and 
the data are presented as frequencies or means. Perhllps the word 
typical is less appropriate to the body of heuristics and biases litera­
ture than to others represented in this brief survey, given that there is 
no methodological core to heuristics and biases as there is to social 
judgment theory and information integration theory. There is a re­
liance on what Kahneman and Tversky (1982) call the conversational 
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paradigm, which was just described, but in fact, any research method 
is appropriate that the investigator believes �,will provide insight into 
the ways people assess probabilities and preferences, and, depending 
on how broadly one defines heuristics and biases, into other psycholog­
ical phenomena such as inferences concerning correlation or the psy­
chology of planning. Often the investigations are stunningly-and 
beautifully-simple. 

The references to probabilities and utilities indicate that one of the 
sources of interest in heuristics and biases is the reaction against the 
hypothesis of "rational man" embodied in normative models of deci­
sion. The research also demonstrates that the assessment of the quan­
tities required by the employment of decision theory as a prescriptive 
decision aid is fraught with pitfalls. The heuristics and biases litera­
ture is purely descriptive, although, as just implied, it bears directly on 
both normative and prescriptive issues. For a proper introduction, see 
the volume by Kahneman et al. (1982). 

Naturalistic Decision Making (NDM). The reader who has read to 
this point is already well aware of the nature of naturalistic decision 
making, so I need not describe it save to indicate why I locate it where I 
do in Figure 21.1.  Taking Gary Klein's fireground c.ommander as an 
exemplar, the decision is one shot and h.olistic, and the decomposition 
is via an intuitive reconstruction of the event, some time after it hap­
pened. Naturalistic decision making appears to me to be purely de­
scriptive at this point, despite use of terms like normative-descriptive 
and expressions of hope that prescriptive models will soon emerge in 
the form of decision support systems based on the research described. 

The reader who is interested in a more comprehensive history of 
JDM and a much more comprehensive comparison of the various ap­
proaches to JDM is referred to the book by Hammond et al. (l980). 

An Amateur's View of "Decision Theory" 

As noted above, I teach the elements of SEU theory and MAUT to 
doctoral students in psychology at Bowling Green, and have done so 
now for about 20 years. The course also covers social judgment theory, 
and heuristics and biases, in some detail, but due to time constraints I 
unfortunately give rather short shrift to Janis and Mann's conflict 
theory and to information integration theory. The point is that I do not 
practice "decision theory" for a living. So I speak as an amateur when 
it comes to decision theory, and there are plenty of professionals 
around, both in the sense of experts and of people who actually do 
decision analysis for a living. My view is quite different from some of 
those evidenced in several chapters in this volume. 
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Decision theory comes in many versions. No one in the field of JDM 
that I know takes the most extreme normative model, the maximiza­
tion of expected value where the expected value is determined by objec­
tive probabilities and actual dollar values, as anything but an ab­
straction that not only fails as a descriptive model but isn't even a very 
good normative model from a human perspective. It is a good norma­
tive model from an axiomatic point of view, in that it is coherent. But 
then so would a normative model that entailed the maximization of 
doughnuts be a coherent, hence "rational" model. Some of the most 
powerful of intellects have leveled damning criticisms against a simple 
form of SEU theory as a descriptive theory and shown that it simply 
cannot be correct in its particulars (Coombs, 1975; Simon, 1983), yet it 
persists. There are more subtle versions of decision theory qua descrip­
tive model, Kahneman arid Tversky's (1979) prospect theory being the 
most prominent. Rather than reach beyond my grasp and attempt to 
evaluate prospect theory, I mention it only to point out that it is a full 
decision theory, in that, like SEU theory, it is concerned both with 
whether some outcome �ould occur and how much one would like that 
outcome should it occur. Prospect theory adds an editing phase and the 
concept of decision weights to the usual conceptual structure of deci­
sion theory, in an effort to bring theory into line with behavior. This 
reminder that decision theory incorporates both probabilities and util­
ities is worth emphasizing, since many commentaries on decision theo­
ry have failed to distinguish between normative rules for updating 
probabilities or making other statements about the state of the world 
on the one hand, and normative rules for making action decisions on 
the other. An example of the former is Bayes' theorem, while the latter 
is typically in the form of some maximization principle, with the quan­
tity being maximized being a function of both probabilities and util­
ities, as in SEU theory or prospect theory, or utilities alone, as in 
MAUT. 

What about decision analysis as employed by practitioners? That is, 
what about decision analysis as a prescriptive decision aid? I do not 
know the utility ot decision analysis. I believe that it is applicable to a 
limited but important set of problems, but again I do not know if it, in 
some ultimate sense, "works." Worse, I do not know'llow to find out. 
One criterion for the utility of decision analysis appears to be con­
sumer satisfaction, that is, it appears to me to be the same as the 
criterion for the success of such ventures as psychoanalysis. That is 
not a very serious criticism. It's just the way the world is. I think I'm a 
pretty good teacher, but do not ask me for ultimate criteria for teach­
ing that would satisfy me as a laboratory scientist. 

But, given that reservation, I think that decision analysis is very 
likely pretty good stuff for some problems. One feature that would 
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define a problem for which it might be useful is that sufficient time 
and resources are available. Given these, the decision maker is forced 
to think hard about the problem facing him or her. Perhaps the most 
important step is the clarification or even creation of one's goals, that 
is, the goals to which the decision is meant to be relevant. The decision 
maker has to generate a reasonable set of possible actions-they are 
not there waiting to be selected from. Options for action may in some 
situations be hard to generate (Gettys, Fisher, & Mehle, 1978), since 
option generation is a creative act in itself, and creativity is mostly 
hard work. Thought must be addressed to the impossible but nonethe­
less necessary task of forecasting the future, another creative step. 
The decision maker then has to assign, with help to be sure, values for 
the probabilities and utilities. There is a search for information at each 
step, and the new data or simply a new idea may lead to a reconcep­
tualization of the problem, and a new iteration of the whole process 
may be called for. Then the analyst does a preliminary aggregation, 
and there ensues give-and-take between the analyst and the client­
the decision maker-with new insights being added as sensitivity 
analyses reveal what the key determinants of the decision are, and 
perhaps point the way toward more data collection. For some decisions, 
the decision may be essentially irrevocable, such as where to build a 
new facility. For others, such as some career choices, early conse­
quences of the decision may function as data to update probabilities or 
change utilities, and a reanalysis undertaken. 

It may be that prescriptive applications of decision theory are more 
appropriate to proactive decisions, such as planning, than to the sort of 
reactive decisions described above by Gary Klein. Clearly, this model 
as described is not the sort of decision aid that the officer who decided 
to fire on the KAL 007 would have found useful in deciding whether or 
not to down that aircraft of uncertain origin; Nor would it be appropri­
ate to a fireground commander. But it might well be useful in making 
national policy decisions as to whether to have ground-to-air missile 
bases which automatically shoot down any airplane that overflies the 
nation's territory, or to decide where in a city to locate a fire station. 
There were a number of assertions in the above chapters that decision 
theory had been tried and found wanting. But the variety of decision 
situations that we face as individuals and organizations defies descrip­
tion; no adequate taxonomy of decision situations yet exists (I say this 
in spite of my admiration for Hammond's cognitive continuum theory), 
and I believe that there are many decision situations in the world for 
which decision theoretic decision aids would be of great value. 

With this too brief and admittedly incomplete survey of the field of 
JDM as a backdrop, it is time to address naturalistic decision making. 
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NATURALISTIC DECISION MAKING 

The commentary on naturalistic decision making will be divided into 
three sections, Methodology, Theory, and Practice, artificial though 
such separations may be. The first two will be fairly extensive, dealing 
with issues that cut across many chapters. The third will be brief. 

Methodology 

The methodological issues raised by the naturalistic decision making 
enterprise are profound and fascinating. There seem to me to be three 
major methodological issues that require com'ment: (a) What are the 
measurement methods? Are they valid? Reliable? Objective? (b) What 
are the criteria for good decisions and good performance? For error? 
The issues relating to criteria for subjects' performance are in some 
ways different from the more global issue of the degree to which natu­
ralistic decision making meets the reasonably well-established criteria 

, for the goodness of a scientific theory, and (c) What is the grain of 
analysis, or level of molecularity, in naturalistic decision making 
studies? 

Measurement methods. The descriptions in the above chapters do 
not describe the measurement methods in nearly enough detail to per­
mit full understanding, but it is clear that two of the major methods 
are (a) the case study, and (b) retrospective self-report in an interview 
setting. These often appear to be used together, with the latter being 
used as the database for the former. From the three scenarios at the 
very beginning of the first chapter right throughout the book, case 
studies and self-report have been used in two ways, both central to the 
structure of the book, as evidence against the validity of "the classical 
model of decision theory" and as evidence for models of naturalistic 
decision making. 

There is, of course, a long tradition of debate about the use of case 
studies as evidence for or against a theory, and the battle lines are not 
at all clearly drawn in terms of James' "tender-minded" vs. "tough­
minded" distinction. A common view, one that I share, is that the 
individual case study approach, even when applied to a substantial 
number of individuals, may be a rich source of hypotheses, but it has 
enormous potential to mislead theorists when it is taken as a serious 
source of evidence for most sorts of psychological theories. There is a 
famous aphorism that I might not have just exactly right, but it is 
worth noting anyway, There are three kinds of lies: lies, damn lies, and 
case studies. The problems typically associated with the individual 
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case study approach are exacerbated by the basing of the case study 
data on postexperiential self-reports, taken either in writing as it ap­
pears to have been done in the "missing soldier" scenario, or orally, as 
it appears to have been done with the FGCs. This method of verbal 
report is decidedly not the same as that defended so powerfully by 
Ericsson and Simon (1984), and there is reason to believe that, under 
some circumstances, retrospective verbal report is unrelated to the 
actual sources of one's actions, constructed post hoc to make sense out 
of those actions. Jonathan Evans' (1989) Bias in Human Reasoning is 
especially apropos here: 

There are in fact-as Ericsson and Simon recognise-two different 
types of processes that are not reflected in verbalisahle knowledge. The 
first is what Evans . . .  calls heuristic processes and what Ericsson and 
Simon call recognition processes_. These are the preconscious and inacces­
sible processes by which the subject and focus of our attention is deter­
mined. Such proce�ses are equally involved whether attention is directed 
towards sensory input or information retrieved from memory . . . .  One is 
not entitled to assume that because reasoning is successful, then any 
verbal account offered by the subject must be accurate. (p. 108) 

Self reports, interviews and case studies have a role to play, but 
those methods will, I believe, only contribute to the development of a 

. cumulative science if they are embedded in a complex of other methods 
all designed to converge on the central concepts of the theory under 
test. Garner, Hake, and Eriksen (1956), and Campbell and Fiske 
(1959), on converging operations and the multitrait-multimethod ap­
proach, respectively, may be old papers, but the ideas in them are not 
old hat. In our effort to describe a methodology for a scientific psychol­
ogy of the cognitive processes of scientists (Tweney, Doherty, & My­
natt, 1981), interviews and case studies· played a role, but only in the 
context of a wide-ranging set of converging operations. The multiple 
case study approach, wherein many of the conditions of investigation 
are standardized but there is detailed attention to the behavior of the 
individual and reporting of data across individuals, is a considerable 
improvement over the individual case study in many respects. It ap­
pears that some of the NDM investigators are moving in that 
direction. 

I do not know the extent to which the other methods mentioned in 
the various chapters are being used by the emerging community of 
investigators of naturalistic decision making, but the faith of those 
investigators in the ones just criticized, reflected primarily in the nu­
merous uses of self report to deny the validity of decision theory, is 
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misplaced. I think that the arguments against decision theory based on 
self-reports are literally irrelevant to its status as a scientific theory. 

This criticism can be framed in a positive light. The methods just 
criticized will, and perhaps must continue to, be used. But the very 
nature of the naturalistic decision making enterprise is such that oth­
er methods will also be used, especially simulation exercises such as 
those described by Duffy and Salas and by Klein, or the "field experi­
ments" described by Woods. These methods appear to have some of the 
qualities of multiple case studies. The proponents of naturalistic deci­
sion making have probably the greatest chance of any research com­
munity to contribute basic knowledge about the situations in which 
postexperiential self-report can be taken to be indicative of the cogni­
tive processes involved. There is no doubt that many aspects of cogni­
tive process are opaque, but it seems self-evident that some aspects of 
cognitive processes are transparent under some circumstances. Hard 
data on those circumstances that allow self-report to be interpreted as 
reliable and valid indicators �f process would be an invaluable con­
tribution to theory and practice. 

Performance criteria: This is a critical issue that must be faced if 
naturalistic decision making is to fulfill its promise, as Orasanu and 
Connolly implied when they said that previous work has chronicled 
the many ways in which reasoners can go wrong; now we need to 
balance that work with an account of how they can go right. That is a 
hard problem; it was Brunswik's goal in his life's work. When one uses 
a decision theoretic framework, or some other normative framework 
such as the correlation coefficient as the norm in an illusory correla­
tion study or the syllogism as a norm in logical reasoning research, the 
investigator has a standard against which to compare the subject's 
performance. In a social judgment theoretic study the investigator has 
the environment against which to assess the subject's performance, 
and the lens model equation provides an elegant analytical tool to 
accomplish that assessment. What standard does the naturalistic deci­
sion making investigator have to know whether an FGC made a good 
decision? By what criterion did Rasmussen conclude that the trou­
bleshooters were very rational? 

The investigator using a normative model has what Hammond 
(1986) called the coherence criterion for truth, that is, whether the 
behavior is internally consistent according to the set of axioms embod­
ied in the normative model. The lens modeler, at least in some inves­
tigations, assesses the correspondence between the behavior and the 
environment in correlational terms, since each subject makes a large 
number of judgments and the investigator has the environmental val­
ues. In a study based on information integration theory, the investiga-
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tor can determine the internal consistency of the multiple responses, 
and see to what extent a model of those responses conforms to some 
conceptual model such as averaging or multiplying. Putting this an­
other way, naturalistic decision making is simply silent on what con­
stitutes an error. This is a serious issue. 

I would like to put another twist on the same topic, since there is an 
interesting issue concerning statistical hypothesis testing issue lurk­
ing in here. Note that a normative theory that is masquerading as a 
descriptive theory is "falsified" (the quotes are in recognition of the 
role of auxiliaries in protecting core assumptions from what would 
otherwise be falsifying observations) by a single observation that does 
not conform to the normative standard. Conversely, a theory that is 
assessed by whether or not some observation departs sufficiently from 
some mean of a sampling distribution under the null hypothesis can be 
corroborated relatively easily and, as we all know, for a variety of 
reasons other than that embodied in the substantive hypothesis. Hence 
a theory that specifies ideal behavior faces an infinitely more rigorous 
test than one that is assessed by predicting an effect of unspecified 
size. Meehl (1978) pointed this out eloquently. He did not discuss nor­
mative models in so many words, but his discussion of the role of point 
estimates and consistency tests in other sciences is highly apropos. 

To clarify the point, Jet me take two theories for which the critical 
test data are sample correlation coefficients. Consider a theory that, 
like a normative theory, propounds a canon of perfection, and asserts 
that a population correlation is 1.0, that is, Ho: P = 1.  The sampling 
distribution ofr when P = 1.0 has, of course, a zero standard error, and 
the slightest deviation of any sample from r = 1.0 gives a z of'" and a p 
value (for the sample statistic under the Null hypothesis) of O. 

Now consider a typical psychological theory for which the Null hy­
pothesis is Ho: P = O. That Ho may, of course, be falsified for any 
number of reasons other than that specified by the theory, but since 
the investigator's interest is in supportIng HA, which is accomplished 
by rejection of the Null, then the data taken as "support" for the theory 
can also be explained by any of a potentially infinitely large number of 
alternative hypotheses. This problem is attenuated by exquisite ex­
perimental control, but is acute in less well-controlled situations. 

More troubling still, failure to reject the Null hypothesis leads to no 
conclusion, since fail ute to reject may be attributed to poor measure­
ment, inadequate sample sizes, and so forth. So the theorist who pro­
pounds such a theory is in, statistically speaking only, a "heads I win, 
tails I don't lose" situation;' if p < a, the theorist wins; if p > a, the 
results don't count. Hence there is a logical asymmetry of enormous 
theoretical, consequence for normative theories as contrasted with typ-
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ical psychological theories; a precise theory faces an infinitely greater 
risk, and hence, in this one respect is a better scientific theory than 
one which predicts a nonzero correlation, or one that predicts a nonzero 
difference between means. None of this is new, but it is directly rele­
vant to the comparison between decision theory and naturalistic deci­
sion making. Decision theory is criticized severely in some of the above 
chapters in light of deviations from the norm, while the several natu­
ralistic decision making approaches are being supported by signifi­
cance tests, that is, by deviations from chance, or by other means that 
have the analogous property of basing support for the theory on some 
degree of consistency with theoretical predictions. This is not a reflex 
call for "a level playing field," to use a sports metaphor bandied about 
a great deal these days, but rather a call for the proponents of natu­
ralistic decision making to examine closely the logic of their criticisms 
of decision theory, and to consider the implications of that logic for the 
hoped for and highly desirable ultimate development of normative 

ctlteories of naturalistic deci,sion making. It is also an intrinsically in­
teresting issue. 

The grain of analysis; There is a theme that runs throughout the 
chapters that is best characterized by the use of the word actually. 
Every author has said or implied strongly that he or she was interested 
in how decisions were actually made in the world. That is undoubtedly 
an interest of every person who identifies with JDM and many besides, 
but the implication virtually every time it was used was that decision 
theorists are not interested in how decisions are actually made. The 
iSsue is not a them vs. us issue at all, but rather the grain of analysis 
with which one chooses to investigate and understand the world. You 
cannot play the science game without narrowing the focus ofinvestiga­
tion. We have the same cognitive limitations as our subjects, and that 
means that we simply cannot study everything at once. Orasanu and 
Connolly, in a quotation thllot is representative of many similar senti­
ments throughout the book, express their dissatisfaction with what 
they term "decision event" thinking thusly: 

The Alphadrive CEO in Scenario 3 shows some of the j'decision event" 
. activities, in that she finally made the go/no go decision. But we find 

ourselves as interested in how the Marketing and Development people 
tried to control the CEO's information, and in the cunning effort by 
Betamem to trick them into a premature product launch . . . .  The real­
world processes have a number of features not explicitly considered by 
the basic decision event model. 

Of course they are interested in those other things. Of course the 
explicit model does not have all the features of the world. That is the 
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nature of scientific models. That is the nature of human knowledge. It 
is incumbent on the proponents of naturalistic decision making, or 
perhaps on the proponents of specific models, to be more explicit about 
the level of analysis that they are adopting, and to describe the grain 
at which they are investigating the processes of interest. In no chapter 
in the book was there a report of the research at a descriptive, opera­
tional level that would permit the sine qua non of scientific work, 
independent replication. 

Finally, a comment is in order about what appears to be a growing 
tendency in psychology, exemplified in this book, to dismiss research 
methods on the grounds of artificiality. If one insists on studying inter­
esting processes only in vivo 'and in all their full-blown complexity, 
then one cannot profit from possible lessons of other sciences. Mendel 
cross-bred peas, and Watson and Crick built models of chemicals. They 
thought they were studying something relevant to life in the real 
world. They were. This is no criticism of naturalistic decision making, 
but rather a strong statement that other people's research, artificial 
though it may appeal", may be a search for elements, a search for order 
underlying apparent chaos. The psychologist investigating base rate 
neglect or illusory correlation in the laboratory is, in my judgment, 
investigating phenomena that characterize judgment and influence 
lives in many situations outside the laboratory. I close this comment 
with a quote from Francis Crick (1988), who cautioned that "it is im­
portant not to believe too strongly in one's own arguments. This partic-

. ularly applies to negative .arguments, arguments that suggest that a 
particular approach should certainly not be tried since it is bound to 
fail" (p. 112). 

Before leaving the discussion of methodology, I would like to try to 
reduce, at least in part, the cognitive dissonance created by labeling 
myself an adherent of probabilistic functionalism, with its call for 
representative design, and at the same time admitting an attachment 
to the beautiful, simple experiment. Accepted wisdom is that one may 
get one's hypotheses anywhere, but that those hypotheses are submit­
ted to rigorous test in the experimental laboratory. Perhaps that ac­
cepted wisdom should be turned on its head? Perhaps in psychology the 
most important role of the laboratory will turn out in the long run to be 
the place where we get our hypotheses, which are then tested in more 
naturalistic, representative designs. 

Theory 

The essential characteristic of a good scientific theory is that it must 
help make sense out of the world. To do so it must (a) explain existing 
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data; (b) make predictions of new phenomena, ideally surprising ones 
that are not made by competing theories; (c) and it mu�t do so econom­
ically, that is, without needlessly multiplying concepts. This latter cri­
terion is called by various names, including parsimony, Occam's razor, 
Lloyd Morgan's canon, and simplicity. It is, at root, an aesthetic criteri­
on (Wechsler, 1978). As Popper (1962) argued, the fundamental feature 
of the first two characteristics is that the explanations and predictions 
be falsifiable by objective (that is, public) observation. The first two 
criteria could be treated as one, since explanation and prediction are 
not, from a philosophical standpoint, that different, but for expository 
purposes it is useful to separate them. And the prediction of new phe­
nomena is psychologically much more powerful than explanation of 
old data! 

The contrast between naturalistic and traditional approaches 
to decision making. In contrasting naturalistic decision making with 

c----- decision theory many of the chapter authors were quite dismissive of 
the older approaches. Orasanu and Connolly spoke of "the reinvention 
of decision making." Cohen referred to the nonlinearity of utility in 
money as a "technical thread." Beach and Lipshitz likened the continu­
ing interest in decision theory to the "overlong retention of the 
Ptolemaic theory." (Would that we had a theory anywhere in psycholo-

_ gy as good at making predictions as the Ptolemaic theory! Would that 
we had as useful a decision aid as those that Ptolemaic theory provided 
navigators!) But Ptolemaic theory was not overthrown by having its 
putative deficiencies pointed out. It was overthrown, or rather re­

,placed, by a theory that ultimately explained the same data that it did, 
that predicted observations that it did not, and was simpler. The theory 
of relativity did not dismiss Newtonian mechanics, it included it as a 
special case. Watson and Crick did not dismiss Mendelian genetics as 
outdated, they discovered the mechanism that explains it. I think it not 
unreasonable to ask of theorists of a more complex form of decision 
making to explain the data generated by experimentalists who have 
investigated the simple forms. 

There is another theme that runs through many of the chapters, 
perhaps most vividly in Cohen's, to the effect that the older approaches 
cannot be right because after all decision making in the world is pretty 
good, "People tend to use decision making strategies that make effec­
tive use of their substantive knowledge and processing capacity; such 
strategies are generally subject to incremental revision and improve­
ment in dynamic environments; the net result is performance that is 
generally adequate, though subject to improvement in specific respects" 
(emphasis added). I agree with much of that, but I must express pro­
found reservations about the italicized part. I recall Pearl Harbor, the 
holocaust, Joe McCarthy, Korea, and Vietnam. I see people sleeping in 
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the streets and read about the S & L debacle and about people sharing 
needles. I see young people starting to smoke, and sober people young 
and old setting out in their cars to get drunk. People vote for presiden­
tial candidates based on acting ability, women stay with men who 
abuse them, and people in flood plains don't buy insurance. While it is 
hard to believe, I have read that there have been, even in this century, 
heads of state who govern their countries with the advice of astrol­
ogers. I'm writing this in a small country in which, just 145 years ago, 
there was a famine in which 1,000,000 people starved to death while 
food grown in abundance was exported under the prpteCtion of gun­
boats, and while salmon filled the sea but the shore was the exclusive 
province of the landowners. Now I do not pretend to explain these 
things (with the possible exception of belief in astrology) via principles 
such as the heuristics and biases, but I do not think that one can 
evaluate theories of decision making by asserting that performance is 
in general adequate. 

Decision theory was criticized also for failing to square with every­
day decision making- as experie'nced. But the Aristotelian stricture 
that scientific knowledge should "save the appearances" of reality is no 
longer a sufficient or even terribly relevant criterion for science, 
though psychology may be an exception (1Weney, Doherty, & Mynatt, 
1981). Surely the world looks flat and I reel solid, but geography and 
chemistry tell me otherwise. It has been argued that since people think 
fast, then decision theory's postulate that people select from among 
,alternative options for action is, on the face of it, wrong. As the above 
quote from Evans suggests, there are many processes, recognitional 
and otherwise, that are preattentive, or inaccessible to verbalizable 
awareness. Scientific theories are supposed to reveal the order and 
simplicity that underly the appearances, hence one simply ought not 
adduce appearances as evidence against a scientific ' theory. The 
rapidity of complex decisions cannot be taken as convincing evidence 
against a theory that is silent about decision times. The fire-ground 
commander's assertion that he only thought of one way to put out a fire 
cannot be taken as evidence against the hypothesis that alternatives 
were weighed and dismissed by unverbalizable, preattentive processes. 
The weighing and comparing may occur just as rapidly and as auto­
matically as processes that sort through the multitude of faces that we 
recognize and produce, unbidden, a recognitional response. Nor does 
their unverbalizability mean that people's speech is not governed by 
formal grammatical rules. , 

Naturalistic decision making, for example Klein's RPD, is silent on 
the process by which the expert arrives at the one option that the 
expert is hypothesized to select. Perhaps that expert has 50,000 pat-



A Laboratory Scientist's View of Naturalistic Decision Making 385 

terns available in long-term memory, as chess masters are supposed to. 
Yet an action option is often taken seemingly instantaneously. Is there 
time for the expert to sort through all those templates in memory? 
Since we don't know how the hardware works, I think that the question 
is not appropriate. RPD seems to me to have considerable promise as a 
theory of action. It needs elaboration, as Klein himself notes. That 
elaboration seems to me to be most needed in the development of a 
theory of recognitional processes, perhaps along the lines of social 
judgment theory with pattern perception built in, to which past actions 
may be linked, perhaps by principles of reinforcement. If the theory 
were to call for the sorting through of 50 or 50,000 templates, so be it. 
Let the theory be evaluated by the extent to which it handles extant 
data, by whether it makes interesting new predictions, and by its con­
cep.iual simplicity. Let decision theory be similarly evaluated, and not 
iSy the intuition of the investigators or of the subjects. I say all of this, 
fully aware that I said aboye that the ultimate criterion ofthe goodness 
·of a theory is going to be human judgment. But that judgment must be 
informed by experiment. 

Naturalistic Decision Making as Science. JDM is younger than 
most of the people who study it. At this stage of its development I 
believe that a wide variety of approaches and methods is fully appro­
priate, and I applaud the efIort to tackle complex problems. As I read 
the book, there were a few substantive issues that cut across many 
chapters, that may repay brief attention. 

There is an important distinction to be maintained between actions 
and inferences. One of the fundamental distinctions made by decision 
theorists is between what is out there in the world and what action 
should be taken. For decision theorists the independence of probability 
and utility is axiomatic, what you want the world to be like ought not 
influence your assessment of what it is like. Both should, of course, 
influence your actions, since the very purpose of decision making is to 
exercise some control over the way the world will be, contingent on the 
consequences of the selected action. Clearly, in RPD and in other mod­
els, and also in decision theory, situation assessment is part of and 
propaedeutic to action selection. But often in the above chapters deci­
sion theory, unmodified, was labeled the normative standard for in­
ferences as well as actions, for statements about the world as well as 
for action selections. 

It is critical to keep the processes of recognition and action the­
oretically separate, even if the theory postulates that, under cer­
tain conditions, such as firefighting, recognition may directly trigger 
action. One of the hypotheses that has prompted much experi­
mental work in our laboratory is that strategies of data selection 



386 Doherty 

differ, depending on whether the data are to be used for inference 
(diagnosis, recognition) or for actions, with subjects in inference 
tasks systematically seeking information sequentially about the 
same hypothesis and subjects in a choice task varying consider­
ably in their information selection strategies (Doherty & Mynatt, 
1986). 

Are there testable consequences of naturalistic decision making 
models? It seems that Beach's image theory is furthest along in this 
regard, but too few of the other authors made explicit statements about 
testable consequences. The theorists have advanced many hypothetical 
constructs, but in the absence of details of the procedures ofmanipula­
tion and measurement, I did not get the urge to sit down and design 
studies that I get when I read papers by Hammond, Kahneman and 
Tversky, Anderson, and so on. 

One example of the use of a construct without apparent testable 
consequences is Rasmussen's use of the term rational absent a defini­
tion, either in terms of correspondence or coherence criteria, of ration­
ality. Perhaps the most vivid example of the use of a hypothetical 
construct that appears to me to have no testable implications is collec­
tive mind, or in Ora,sanu and Salas' words, team mind. I do not readily 
see what hypotheses can be deduced from such a construct that could 
not equally be deduced more parsimoniously from traditional concep­
tions of interacting groups, yet it is attributed the status of a "unifying 
concept" by Duffy and Salas. If naturalistic decision making is to have 
the impact that these investigators hope, and that it should, the pre­
sentations of the models will have to be made in much more operation­
al terms, terms that leave the readers with ideas for investigations 
that would be tests or extensions of the theories and models, and with 
the compelling urge to carry them out. If collective mind is to be used as 
a metaphor to aid in the generation of new hypotheses, then the hy­
potheses so generated should be stated in sufficiently precise terms 
that the reader can conceptualize the operations entailed in the test of 
those hypotheses. 

Is naturalistic decision making "schema-driven" rather than "com­
putational?" At a number of places in the book this or a similar con­
trast is drawn. Theorizing along these lines will likely lead to a blind 
alley, unless there are clear empirical consequences of the distinction. I 
think that there is a direct parallel with a theoretical dispute that is 
now generally considered unresolvable, about whether the behavior in 
so-called imagery research is mediated by actual images or by list-like 
computational routines. There is probably no operation that can distin­
guish the two explanations. 
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The pragmatic goal of naturalistic decision making is the development 
of interventions, either in education for better decision making or in 
the design of usable online decision aids. I think that the most acute 
need for the successful development of such interventions is a better 
understanding of the task environment that decision makers face. The 
psychological systems of Egon Brunswik, Herbert Simon, and B. F. 
Skinner may appear to be worlds apart, but Brunswik's The Concep­
tual Framework of Psychology (1952) and Simon's The Sciences of the 
Artificial (1969) agree on the primacy of understanding the environ­
ment to which our cognitive systems have adapted for a proper under­
standing of those cognitive systems. And Skinner argued throughout 
his career that to change the behavior we had to change the 

�environment. 
Hammond's (1986) Cognitive Continuum Theory, which as this vol­

ume shows is undergqing modification even now as ideas concerning 
pattern perception are added, provides explicit description of task 
characteristics and the cognitive activities they induce. Such a theory 
may provide a foundation for a still more articulated theory of tasks, 
which I believe to be necessary (Doherty, 1990). Clearly, one thing 
needed for a cumulative science of judgment and decision making is a 
taxonomy of tasks that will permit us to predict what tasks a finding 
will generalize across, and when to expect task specificity. 

In the meantime, my image of JDM is that it is one of the most vital 
areaS of research in psychology, one with a nice admixture of theory, 
experiment and practice. A new strain of research dedicated to com­
plex problems requiring rapid action can only enrich the field. 

KEY POINTS 

o JDM is a young and vital area within psychology, with a variety of 
theories and a variety of methods. 

o Decision theory provides a useful decision aid for situations for 
which there are adequate time and resources. 

o In the investigation ofNDM and decision making in general the use 
of multiple, converging operations is essential to ultimate progress 
in understanding decision processes. 

o Many decision models have a standard for what is a good decision 
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process; the development of a similar standard is an important chal­
lenge to NDM. 

• One's own experience of one's psychological processes is not a reli­
able guide to the truth status of a scientific theory of those pro­
cesses. The testing of theoretically coherent propositions in the fire 
of "public knowledge" is the sine qua non of science. 

• The seemingly inexhaustible variety of decision situations makes a 
taxonomy of decision tasks imperative. 
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The previous chapte'rs have presented a wide array of models, meth­
ods, and applications, and have identified a number of gaps in our 
knowledge of naturalistic decision making. Knowledge can be in the 
form of questions as well as answers. This chapter attempts to inte­
grate the questions into a research agenda. 

Questions must be formulated carefully if they are to yield mean­
ingful' lines of investigation. For instance, we don't want to ask "Is 
recog;,itional or analytical decision making better?" This question 
creates an artificial controversy, since we haven't defined what 'better' 
means and we haven't specified the conditions we are interested in. 
What are the tasks? How will performance be measured? Will the 
decision makers be experienced or inexperienced? What about time 
pressure, and other contextual factors? As Greenwald, Pratkanis, 
Leippe, and Baumgardner (1986) have pointed out, after researchers 
wrestle with such questions they usually come to realize that each 
alternative has validity, under different conditions. So we can ask a 
more productive question: Under what conditions is it mote efficient to 
use recognitional versus analytical strategies? 

The questions in this chapter are organized into five topic areas. 

1 .  Learning more about naturalistic decision strategies 
2. Learning how the decision process can become degraded 
3. Learning how teams make decisions 

*1 wish to thank Roberta Calderwood, Susan Chipman, Beth Crandall, Jeff Gross­
man, Ken Hammond, Helen Klein, Buzz Reed, and David Woods for their helpful sugges­
tions for improving this chapter. 
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4. Improving decision making in operational contexts 
5. Developing methods for better field experiments 

At the end of each section a set of questions summarizes the issues 
raised. It is important to understand how a phenomenon varies across 
different conditions, and so for each question we can ask additional 
questions about the effects of different levels of experience, different 
tasks, different contexts, and so on until the reader is drowned in a sea 
of curiosity. To avoid this problem I will let these additional questions 
be understood rather than expressing them explicitly. 

SECTION A. LEARNING MORE ABOUT 
NATURALISTIC DECISION STRATEGIES 

In Chapter 5, Lipshitz describes five process models of naturalistic 
decision making: image theory (Beach & Mitchell), Recognition­
Primed Decisions (RPDs) (Klein, and also Noble), dominance structur­
ing (Montgomery), decision hierarchy of skills/rules/knowledge 
(Rasmussen), and explanation-based decisions (Pennington & Hastie). 
Will it be possible�to synthesize all of these process models into one 
general account? Are there differences between the models that can be 
empirically tested? 

Figure 22.1 presents an attempt to synthesize
'
the five process mod­

els along with analytical strategies. Experience is interpreted in ac­
cord with the decision maker's own value images (Beach). Situation 
assessment may rely on pattern-matching processes (Noble), or be a 
more deliberate attempt to fuse events into a story that synthesizes 
different causes (Pennington & Hastie). For unfamiliar cases, situa­
tion assessment may require knowledge-based analysis (Rasmussen). 

Situation assessment includes images about feasible goals (Beach's 
trajectory image) and plausible courses of action (Rasmussen's rule­
based performance and Beach's strategic image). The decision maker 
may evaluate a course of action using mental stimulation, or he or she 
might focus on a course of action and try to reformulate the situation 
assessment to show the advantages of this course of action (Montgom­
ery). If it was necessary to -contrast different courses of action, the 
decision maker would use analytical decisi\m rrethods. The decision 
maker also would have the option of implementing a course of action in 
its entirety, or implementing a portion of it in order to use feedback to 
guide the rest of the process (Connolly & Wagner's idea of hedge­
trimming). 

It is important to try to synthesize these models. Otherwise, the 

., 
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Figure 22. 1 .  Synthesized Process Model of Naturalistic Decision Making 
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impression is created that there exists a disjointed set of strategies, 
without any understanding of when one strategy might be used in­
stead of another. 

In an operational situation, the simplest case is where a skilled 
decision maker recognizes a situation as typical in some sense. The 
RPD model asserts that situation assessment can occur quickly, with­
out any need for analysis. 

In a more complex case, there are competing ways to understand the 
situation. Here, the Explanation-Based Decision model would be 
needed, to judge which account to accept and which to reject. Even 
when there is a single way to understand a situation, by fitting the 
facts into a story, a decision maker can use mental simulation to derive 
additional implications. 

Once situation assessm!,nt is achieved, in most cases it is obvious 
how to proceed, and here again the RPD strategy comes into play, 
enabling the skilled decision maker to generate and evaluate a single 
course of action. 

If the decision maker is forced to contrast several alternative op­
tions, one easy approach is to use an Elimination-by-Aspects (EBA) 
strategy (Tversky, 1972), in 1\'hich options are compared, dimension by 
dimension, until "one of them is rejected. The decision maker is simply 
looking for a basis for rejecting one of the options. This EBA strategy 
requires that the task be fairly well structured, so that the evaluation 
dimensions are understood, and so that the options can be easily ap­
praised on each dimension. 

If the decision maker has to contrast several alternative options, 
and the situation is not well structured, then we might expect the use 
of the Search for Dominance Structure (SDS) approach, in order to find 
a structure that can make the choice clear-cut. 

Finally, if the decision maker has to compare several options, and 
the task is well defined, and the time is unlimited, and so forth, we 
would arrive at the conditions needed to use a more formal, compensa­
tory strategy such as multiattribute utility analysis . . 

Experience affects this synthesized decision model in several ways. 
We can speculate that experience affects decision making by improv­
ing the ease and accuracy of situation assessment, by increasing the 
quality of the courses of action considered by the decision maker, and 
by enabling the decision maker to construct and use a mental simula­
tion. In contrast to naturalistic models, classical decision theories have 
not paid much attention to the role of expertise. Therefore, we may be 
able to make progress by studying these three processes: situation 
assessment, identifying plausible courses of action, and mental 
simulation. 
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Situation Assessment 

Many of the naturalistic decision models described in Chapter 5 em­
phasize the'importance of the way a situation is diagnosed, in terms of 
difficulties and imbalances that need to be corrected, Rasmussen 
makes perhaps the clearest distinction between situations that are 
completely typical and stereotyped (calling for skill-based responses), 
situations that are generally typical (rule-based responses), and situa­
tions that have not been encountered before and require knowledge­
based responses. Judgments of typicality are also central to the models 
presented by Lipshitz, by Klein, and by Noble. They would also seem 
b��ic to the intuitive decision-making strategies addressed by 
HaIp-mond. 

There is a fair literature on judging objects and physical features as 
typical (e.g., Rosch & Mervis, 1975; Smith & Medin, 1981). But what 
about judging situations such as buildings on fire? How does a fire­
ground commander recognize that one situation calls for immediate 
search and rescue, whereas another allows the commander a chance to 
try fo put out the fire before it spreads? There has been very little 
research on how people use their experience to make and use judg­
ments of typicality in order to perform dynamic tasks. I am not sug­
gesting that the decision maker starts by making a conscious judgment 
of typicality, but rather that such judgments appear to be made as a 
byproliuct of solving a problem or making a decision. 

It is not enough to recognize a situation as typical. In the 
Recognition-Primed Decision model, sizing up a situation as familiar 
and representative of a certain type of incident carries with it some 
guidance about realistic goals, relevant cues, expectancies, and feasi­
ble courses of action. Models of how people judge prototypicality pri­
marily focus on the detection of familiarity. Can we expand these mod­
els to describe'how the detection of familiarity is linked to action? 

I 
Identifying Plausible Courses of Action 

Classical decision theory has concentrated on powerful techniques for 
selecting the best option. Less attention has been given to the process 
of generating the options. Traditional advice (e.g., Gettys, 1983) is to 
generate many options to ensure that at least one of the options will be 
acceptable. The problem is that it takes time and effort to evaluate a 
large set of options, so this advice isn't always practical. 

In contrast, a number of the models described in Chapter 5 (e.g., 
Rasmussen, Noble, Klein, and Lipshitz) claim that an experienced de-
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cision maker can come up with a satisfactory course of action as the 
first one considered. If this is possible, how is it done? Presumably it is 
based on some blend of recency, availability, and representativeness. 
How do decision makers use prior experience to generate options? Can 
we show that the order in which options are generated is related to 
their quality? Such a finding would strengthen our confidence in rec­
ognitional models of decision making. The contrast between analytical 
and recognitional strategies may boil down to issues such as this: Does 
a decision maker have enough expertise to make it likely that the first 
course of action considered will be feasible? 

Mental Simulation 

Mental simulation plays an important role in the process models of 
decision making presented by Beach, by Pennington and Hastie, and 
by Klein-the decision maker imagines how a sequence of events 
might unfold within a given context. Mental simulation lets decision 
makers assess whether their understanding of a situation makes 
sense, in part by imagining how the situation arose. Decision makers 
also use mental simulation to evaluate options without having to apply 
abstract evaluation dimensions. Instead, they imagine what could go 
wrong if a course of action was actually carried out in a situational 
context. 

Thus far, there has been little work on the role of mental simulation 
in decision making. De Groot's (1965/1978) study of progressive deep­
ening in chess grandmasters is one exception. Grandmasters imagine 
what will happen if they make Ii specific move, reacting positively or 
negatively depending on whether the imagined outcome exceeds their 
expectations. The next challenge is to find out more about where these 
expectations come from. Another approach to mental simulation is the 
work of Kahneman and Tversky (1982b) on the simulation heuristic. 
Kahneman and Tversky specula�ed about the types of errors (e.g., 
biases due to recency, availability, anchoring, and adjustment) that 
could arise from the simulation heuristic. It could be fruitful to study 
whether these errors arise in naturalistic settings. Another line of 
inquiry is to study whether ' people cliffer in their readiness to use 
mental simulations. And how much domain knowledge is needed in 
order to formulate useful mental simulations? 

Research Questions 

1.  Under what conditions is it  better to expend conscious energy in 
identifying and comparing alternative options, as opposed to imag­
ining more clearly the process of carrying out a favorite option? 
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2. How do experienced decision makers judge what outcomes are fea­
sible in a situation? 

3. For experienced decision makers, are the first options they think 
of more likely to be successful than subsequent options? 

4. As people gain experience, when do expectancies help them notice 
when their situation assessment is wrong, and when do expectan­
cies blind them to mistakes? 

5. As people become more experienced how do their mental simula­
tions change? 

6. As a person grows in domain knowledge, how does that affect the 
decision strategies used? 

7. What strategies do people use in diagnosing a situation? 

SECTION B. LEARNING HOW THE DECISION 
PROCESS CAN BECOME DEGRADED 

The naturalistic decision strategies described in Chapter 5 enable peo­
ple to use experience, but the strategies do not ensure perfect choices. 
Many things can go wrong. Sometimes people make errors in reason­
ing, sometimes conditions such as stress can disrupt the performance, 
and sometimes the task conditions themselves are to blame. Can we 
learn to anticipate and reduce human errors? 

Sources of Decision Errors 

We need to find some way to explain the reason for consistently poor 
decision making, when it arises. What regular patterns of mistaken 
thinking and appraisal arise from analytical and recognitional deci­
sion strategies? Callan, Gwynne, Kelly, and Feher ( 1990), for example, 
have studied Navy officers conducting simulated exercises in an air­
craft carrier group. One scenario indicates that a massive enemy at­
tack has been spotted in a certain quadrant. There is also the possibil­
ity of enemy attacks from other directions, but no sightings have been 
reported. Some officers launch most of their aircraft but hold some 
reserves. In these scenarios, the Navy officers are barely able to thwart 
the enemy attack, and afterwards they admit that it was foolish to 
hold back any reserves. If the officers failed to stop the enemy they 
knew about, then most of their group would be destroyed. Yet on the 
next simulation trial some of the same officers repeat the same mis­
take, holding back reserves and risking an enemy breakthrough. 
When we see stable patterns of admittedly defective decision making, 
we have to wonder what is going wrong. 
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The emphasis has to be on performance, and not simply on judg­
ment. Christensen-Szalanski has demonstrated that in applied set­
tings, judgment errors don't necessarily lead to worse performance. 
And Cohen pointed out in Chapters 3 and 4 that we have to be careful 
about how we use the concept of decision biases. Cohen argued that 
many decision biases could be traced to the laboratory paradigms used 
to conduct the research. Context is stripped away, task experience is 
minimized, and other precautions are taken to avoid contaminating 
the data. In naturalistic settings, these decision biases may not sub­
stantially affect performance. 

What types of decision errors lead to degraded performance in natu­
ralistic settings? One hypothesis is that recognitional decision strat­
egies provide greater speed and flexibility at the cost of errors such as 
failing to think out a course of action far enough ahead, or being 
mistaken about feasible goals, or failing to notice that a situation 
assessment was incorrect. In my own research, decision makers have 
sometimes convinced themselves that a course of action was feasible 
because they could conduct a mental simulation that led to success; 
they failed to conduct evaluative mental simulations to identify poten­
tial breakdowns in their plans. Are there other types of limitations? 

Effects of Stress on Decision Making 

Stress can affect a person's ability to execute decision strategies. Time 
pressure is a good example. It makes little sense to learn elaborate 
analytical methods for making emergency decisions if the time stress 
won't permit you to perform the analyses. If time runs out, there isn't a 
clear basis for making a choice. 

We would expect recognitional decision strategies to be less vulner­
able to time pressure, but there is one process in the Recognition­
Primed Decision model that is time sensitive-the use of mental simu­
lation for evaluating potential courses of action. What is the relative 
amount of decision time needed to run a mental simulation? And how 
do experts differ from nonexperts in the efficiency of their mental 
simulations. -

Stressors include psychological factors (e.g., unavailability of re­
sources, as happens under time pressure; frustration with task barri­
ers such as unreliable communications; fear of looking incompetent; 
worries that team members will prove unreliable; exposure to threat) 
and physiological factors (adrenaline reactions such as increased blood 
pressure and heart rate, startle reflexes that can interfere with perfor­
mance; degraded performance due to physical dysfunctions, as with 
heat, cold, and sleep deprivation). 
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All three examples in Chapter 1 include psychological stress. The 
fireground commander was risking the lives of his crews, and of the 
people living in the apartment building. The physicians were risking 
the health of their patient, and the business executives were risking 
their reputations and jobs. The stress included fear of being caught 
making a mistake, and concern about the high stakes. 

We can speculate how time stress affects decision making by adding 
distracting subtasks (e.g., attending to the stress itself) or changing 
speed-accuracy tradeoffs. As we learn more about naturalistic deci­
�\on strategies we will find out how the strategies can be disrupted. 

Effects of Dynamic Conditions on Decision Making 

How do experienced decision makers use their knowledge and experi­
ence _ to make difficult decisions under challenging conditions? Most 
decision research to date has examined the inadequacies of human 
subjects in coping with laboratory tasks. But, with a few important 
exceptions, researchers rarely use experienced decision makers and 
even more rarely does a research task replicate the types of constraints 
found in dynamic environments: uncertainty, changing information 
about conditions, shifting goals, and so on. What strategies and tricks 
do people develop to cope with uncooperative environments? The ap­
peal of the strategies described in Chapter 5 is that they should enable 
the decision maker to handle ambiguity and confusion and to quickly 
readjust to change in the environment. Are there other tricks of the 
trade that people use? 

Research Questions 

8. What types of errors would we expect from the use of different 
decision strategies? 

9. In what ways do stressors such as time pressure affect the use of 
different decision strategies? 

10. How do experienced decision makers work around problems such 
as missing and uncertain information? 

SECTION C. LEARNING HOW TEAMS 
MAKE DECISIONS 

Can we identify different team decision strategies? For individuals, we 
can distinguish multiattribute utility analyses from elimination-by-
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aspects, recognitional decisions, and search for a dominance structure. 
Do teams use the same types of strategies as individuals, or are there 
unique strategies that we wouldn't observe at the individual level? If 
we are able to describe a team's strategy, is it affected by conditions 
such as the makeup of the team, and the nature of the task? Can we 
compare an airplane cockpit crew with a command-and-control staff 
working on military maneuvers or to a team of business executives 
faced with a tough marketing decision? Are special strategies used 
when a team is faced with an intelligent adversary? What is the effect 
on team decision strategies of geographical separation of team mem­
bers, or time pressure, or conflict about objectives? 

If unique decision strategies emerge at the team level, what about 
unique types of decision errors? When a person makes a poor decision 
because he or she misread a dial, it doesn't matter whether a team is 
involved. But certain types of errors will only be found in a team. For 
example, Foushee and Helmreich (1988) have shown how personality 
traits of team leaders (e.g., commercial airline pilots) affect the team's 
willingness to question orders or suggest options. Other errors at the 
team level might include mistakes in interpreting someone else's situ­
ation assessment or orders, inability to get critical information from 
those who have been monitoring the situation, inability to see a pat­
tern when different people have the pieces, and confusion about how to 
coordinate a plan with everyone involved. These types of errors involve 
situation assessment, planning, and coordination. 

What enables a team to improvise? The ability of a team to under­
stand why it is carrying out given actions will affect the team's readi­
ness to adjust to dynamic conditions. For example, if a battalion is sent 
to prevent the enemy from crossing a bridge, and they arrive to find 
that the bridge is undefended, what should they do-take 'up a posi­
tion, occupy the bridge itself, or move on across the .bridge to' another 
objective? It depends on the way the battalion commander understands 
the goals of the brigade commander. The need for improvisation is a 
continual aspect of team decision making. There can be errors of 
rigidly adhering to someone else's plan as well as inappropriately de­
parting from the plan. 

Chapter 5 covered prdcess models of individual decision making. 
Chapters 19 (Orasanu &: Salas) and 20 (Duffy) offer frameworks for 
developing process models of team decision making. Both chapters 
seem to view teams as cognitive systems, which is a useful point of 
departure. We can then look at the extent to which team members 
share a mental model, and we should be able to derive hypotheses 
about the way experience affects a team's decisions. 
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Research QuesDons 

11 .  What enables a team to successfully improvise? 
12. Can we chart the developmental sequence of a team's decision­

making skills? 
13. What unique types of errors and dysfunctions emerge at the team 

level? 

SECTION D. IMPROVING DECISION MAKING IN 
OPERATIONAL CONTEXTS 

(One major reason to study naturalistic decision ml\king is to increase 
the efficiency and quality of decision making through training and 
decision support systems. 

Can we understand the strengths and weaknesses of the different 
decision strategies in order to develop guidelines about when each 
strategy should be used? For example, analytical decision strategies 
require effort in terms of contrasting different options, whereas recog­
nitional decision strategies require effort to perform mental simula­
tions. We can determine when it pays to exert effort in laying out and 
evaluating different alternatives, and when it is preferable to think 
through a single option. To the extent that we can differentiate the 
benefits of broad versus deep searches, we will be able to offer guid­
ance about where to apply limited cognitive resources. 

Chapter 5 presented typological models (Hammond, Rasmussen, 
Connolly and Wagner, and Lipshitz) of how people shift from one class 
of strategies to another. The typological models assert that it is rare to 
find a complex, naturalistic task that can be accomplished using only 
one strategy. Hammond, Hamm, Grassia, and Pearson (1987) have 
explicitly used the term quasirational decision making to refer to the 
need for both intuitive and analytical strategies. How are skilled deci­
sion makers able to determine which strategy to use at different points 
in a decision cycle, and how do they move back and forth? Is it harder to 
rely on pattern recognition after you have divided a problem into com­
ponents? Is it confusing to work out abstract evaluations of options 
aft')r you have been using mental simulation for one of those options? 

Training 

Years ago decision researchers had hoped that general training in 
formal methods such as multiattribute utility analysis, decision analy-
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sis, and Bayesian statistics would be so powerful that the trainees 
would naturally apply the methods in domain after domain. If the 
analytical methods had been more robust and generalizable, the effort 
may have been more successful. Even so, researchers such as 
Fischhoff, Slovic, and Lichtenstein (1979) have demonstrated some 
benefits from training in statistics and probability theory. Unfortu­
nately, the payoff has not been as great as we had hoped. In Chapter 
18, Means et al. questioned the effectiveness of general decision train­
ing. Such training is labor intensive and does not often generalize or 
have long-lasting effects. This is discouraging. 

We might hope for more success in training the process decision 
strategies described in Chapter 5, but this may not be a useful idea 
either. The process models such as recognitional decision making, im­
age theory, and dominance structuring describe what people ordinarily 
do, regardless of whether they are experts or novices. There is little 
point in training these strategies, since there is nothing new to train. 

Means et al. suggest that it may be fruitful to provide instruction on 
metacognitive skills-training people to monitor their own decision 
making so they can better manage time stress, high workload, and so 
forth. Other than that, Means et al. argue that we will have to rely on 
specific skill training in each area, rather than trying to train generic 
decision strategies. If this is true, can we find ways to identify exper­
tise needed to make critical decisions? Perhaps there are aspects of 
naturalistic decision strategies that can be trained, such as the ability 
to rapidly size up situations in a given domain, and the more careful 
use of mental simulation to search for pitfalls in a favored course of 
action. 

There may be more promise for training strategies for team decision 
making than for individual decision training. Team decision training 
·might make sense for the following skills: focusing the attention of the 
team further into the future, communicating the commander's intent, 
mentally rehearsing a complex plan, avoidance of problems such as 
micromanagement, and coordinating the actions of different team 
members. It takes a lot of training for teams to. be able to coordinate 
efforts at all. What training strategies can ·be used· to speed up the 
acquisition of team decision skills? ' 

l 
Thols for Decision Support 

In the past, when it was thought tbat decision makers could benefit 
from applying general analytical methods, decision aids were designed 
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to guide operators to structure the problem and derive the necessary 
calculations. Those analytical decision aids were not very successful 
because they were inappropriate for many operational tasks. ' 

. As we learn to differentiate decision strategies, and as we learn the 
boundary conditions for each of these strategies, the challenge will be 
to develop guidelines for developing human-computer interfaces and 
decision support systems. If we are successful, we will be able to help 
system operators use the decision strategies with which they are most 
comfortable. We will know we are on the path to success if we can show 
that changes in the interface alter the decision strategy used, and also 
affect the level of task performance. The next step would be to develop 
gilidelines about which interface features to use for different tasks. 

'1 It is important not

. 

to get fixated at the level of the individual work 
I station, because team interaction is critical for most tasks. Segal 

( 1989) has drawn on his experience as a helicopter pilot to illustrate 
this problem. The old-fashioned (e.g., 1970s) equipment let a helicop­
ter co-pilot see what the pilot was looking at, and to note quickly what 
control actions the pilot took. Advanced helicopter cockpits are being 
designed to eliminate mechanical components and to allow the pilot 
and co-pilot to use computer-based displays and controls. U nfortunate­
ly, the newer equipment makes it hard for the co-pilot to keep track of 
the pilot's attention, intentions, and actions. Therefore team coordina­
tion may be degraded. We need to help system designers understand 
the teamwork requirements for operational tasks. 

Research Questions 

14. What methods are effective for training situation assessment 
skills? 

15. What kinds of difficulty do decision makers have in shifting be­
tween analytical and recognitional strategies? 

16. What techniques might speed up the acquisition of team decision 
skills in a training program? 

17.  How can we design decision support systems and computer inter­
faces to support naturalistic decision strategies? 

18. What kinds of decision support systems and human-computer 
interface features will help decision makers handle physiological 
and psychological stress? 
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SECTION E. DEVELOPING METHODS FOR 
PERFORMING BETTER FIELD EXPERIMF<NTS 

A major reason for the interest in naturalistic decision making is 
that some researchers feel that laboratory paradigms are so limited 
that the findings will not generalize to operational settings. Certain 
phenomena, such as chemical interactions, can be examined in the 
laboratory without distortion. Other phenomena such as those en­
countered in political science have little meaning. inside the labora­
tory. Psychology is a hybrid. Physiological psychology and the study 
of sensory mechanisms are nicely suited to laboratory research. The 
study of a large class of decision-making phenomena may not be 
suited to the laboratory (see Hammond, Chapter 12, and Woods, 
Chapter 13). Sometimes laboratory studies will provide useful hy­
potheses, but too often the artificial control of conditions and subjects 
renders the findings uninteresting to people working in an operation­
al environment. 

Unfortunately, naturalistic research will not necessarily generalize 
either. If an experimenter collects observations without being able to 
specify the environmental conditions, or the type of decision makers, 
then it will still be hard to know whether the findings will apply in a 
different setting. Will models of the decision strategies used by fire­
ground commanders generalize to battle commanders who have to face 
an intelligent and deceptive adversary? Will the lessons learned from 
medical decision making apply to business settings? 

David Woods (Chapter 13) describes a paradigm that can allow us to 
draw general conclusions from field experiments. Ken Hammond 
(Chapter 12) describes a research approach that has been oriented 
towards naturalistic decision making. Jay Christensen-Szalanski, in 
Chapter 14, provides guidance on how to focus research and analysis 
on findings that have impact, rather than on findings that are merely 
statistically significant. Additionally, we should remember that obser­
vational studies can be a valuable source of hypotheses, and We can try 
to identify better methods for collecting and analyzing observational 
data. LeCompte and Goetz (1982) have analyzed strategies for increas­
ing the validity and reliability 'of ethnographic data. 

In time, as more studies are performed of operational decision mak­
ing, we will learn what can go wrong with different paradigms, and 
what safeguards to include for designing, conducting, analyzing, and 
reporting the results of naturalistic studies. 

' 
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Research Questions 

19. 

20. 

In performing a cognitive task analysis, what counts as a satis­
factory story or account when we try to explain the strategy a 
person used to make a decision? 
What features of methodology and analysis are necessary to in­
crease our confidence in generalizing from a field experiment? 

KEY POINTS 

• The focus of NDM is to open up a range of new research questions so 
that we can: 

- -- -

Learn more about naturalistic decision strategies. 
Learn how the quality of the decision process can become 
degraded. 
Learn how teams make decisions. 
Learn how to improve decision making in operational context. 
Develop methods for performing better field experiments. 
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CONCLUSIONS: DECISION MAKI NG 
I N  ACTION 

Gary A. Klein 
Klein Associates Inc. 
Fairborn, OH 

David D. Woods 
Cognitive Systems Engineering laboratory 
The Ohio State University 

Operations of thought are like cavalry charges in a battle-they are 
strictly limited in number, they require fresh horses, and must only he 
made at decisive moments. (Alfred North Whitehead) 

The purpose of this chapter is to take stock of what studies of natu­
ralistic decision making have accomplished, and what remains to be 
done. We want to review the major contributions of the research and 
observations that have been described, and we also want to identify 
what we perceive as some of the important weaknesses of this work to 
date. In addition we want to highlight linkages to other areas of cogni­
tive science. 

RESEARCH ACCOMPLISHMENTS 

Studies of naturalistic decision making are, for the most part, very 
recent, with much of the important work being done after 1985. What 
have we learned so far? 

Perhaps the most important finding has been that people are typ­
ically able to use their experience to adopt successful courses of action 
even without applying rigorous analytical strategies. One vivid way to 
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make this point is to look back at an article published in 1978 by Beach 
and Mitchell. They presented a contingency model which asserted that 
there is no one best way to make decisions. Instead, the costs and 
benefits of each different decision strategy determine whether a per­
son wjll use an analytical or a nonanalytic strategy in a given situa­
tion. This position is entirely consistent with the models presented in 
Section B of this book. Beach and Mitchell described several forms of 
an�lytical decision strategies, but when it came time for them to iden­
tify nonanalytic decision strategies, they were stuck. In 1978, the best 
they could do was to suggest simple rules like "Eeny, meeny, miney, 
mo . . .  ," flipping a coin, or remembering homilies. So the decision 
models presented in Section B are not as obvious as they may seem. 
They are a radical· departure from the state of knowledge of only a few 
years earlier. 

A second contribution has been to broaden the field of inquiry from 
the decision event to the larger processes of situation assessment. Wohl 
(1981) was one of the earliest decision researchers to try to include 
situational understanding into decision making, and the models in 
Section B have more to say about situation assessment than about the 
so-calle.d moment of choice. We believe that this expanded inquiry will 
have important implications for applied work. Except in limited set­
tings, there is little need to help people handle the moment of choice, 
and a much greater need to help people size up situations rapidly and 
also to detect when their situation assessment is no longer accurate. 

A third contribution has been the models of decision making de­
scribed in Section B. Several themes recur when considering behavior 
in more complex decision situations. Models of naturalistic decision 
behavior tend (a) to emphasize how temporally evolving situations (as 
compared to static one-shot decision situations) create different cogni­
tive demands and provide opportunities for different cognitive strat­
egies; (b) to emphasize the role of action in cognition; 
(c) to emphasize the contribution of perceptual processing to cognition 
rather than seeing cognition as decoupled from perception; (d) to treat 
effort or cognitive cost as a significant factor which acknowledges the 
limited resources of human decision makers; (e) to describe how people 
can use their experience along with formal and informal reasoning 
strategies to adopt satisfactory courses of action; and (f) to emphasize 
competencies of decision makers rather than describing dysfunctions. 

A fourth accomplishment is the development of methods to increase 
the representativeness of findings and descriptive accounts. These 
methods include ethnographic techniques, process tracing procedures, 
and attempts to perform interventions to test hypotheses. 
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WEAKNESSES OF NATURALISTIC DECISION­
MAKING RESEARCH 

The models and research in naturalistic decision making have clear 
limitations, a number of which have been discussed by Hammond and 
by Doherty. 

The major problem is that the models presented in Section B are not 
easily testable. There are a lot of statements about what goes on (at a 
very high level), but very little about how it goes on (especially in 
detail). While terms such as recognize occur frequently, testable mod­
els need to specify the detailed classes of events that experts detect and 
discriminate, the kinds of knowledge and processing that support rec­
ognition and discrimination of these categories of events, how recogni­
tion of these classes of events triggers follow-up lines of reasoning, and 
how these lines of reasoning are intertwined and shift as new events 
occur. 

How would one formalize these models to put them in a rigorous 
form? One approach could be to use cognitive simulation where 
psychological concepts about decision behavior are expressed as a 
runnable computer program, either through symbolic processing or 
more conventional techniques (e.g., Kirlik, Miller, & Jagacinski, 1989; 
Payne, Johnson, Bettman, & Coupey, 1990; Thompson, Johnson, & 
Moen, 1983; Woods, Roth, & Pople, 1987). The cognitive simulation can 
be stimulated by inputs from a domain scenario to generate model 
behavior which can be compared to observed human behavior for the 
same scenario. While cognitive simulation has a number of problemat­
ic features, it does provide rigor by having specific processing mecha­
nisms and by producing the model behavior which can be com­
pared/tested against empirical data in specific cases. Cognitive 
simulation technique is only a tool to help elucidate the nature and 
basis for information-processing strategies that are relevant to the 
demands and resources available in naturally occurring decision situa­
tions. The importance of context and tacit knowledge in' these situa­
tions is a challenge to this technique for formalizing models. 

A second weakness is that the research base is limited. Many of the 
studies depend on ethnographic designs, which are less accepted in 
behavioral research than more rigorous laboratory designs. Moreover, 
the cost of these ethnographic stl).dies is considerably greater than 
most laboratory stumes. It seems likely that both the distrust of the 
methods and the difficulty of conducting the studies will restrict fu­
ture research. But these barriers are eroding as. more researchers inno­
vate methodologically to make progress on the interesting and hard 
questions of decision behavior. 
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Third, we have not yet seen much in the way of application of these 
models to improve decision support or decision training. It seems as if 
the models should lead to successful applications-we will have to see 
if these emerge. 

COMPARISONS BETWEEN NATURALISTIC 
DECISION-MAKING STRATEGIES 

AND COGNITIVE PROCESSES 

It is essential that the strategies described in this book be tied in to 
advances in different areas of cognitive science. In this section we 
identify some of these linkages. 

Situated Cognition 

This modeling trend (Agre, 1988; Brown, Collins, & Duguid, 1989; 
Clancey, 1989; Suchman; 1987; Winograd, 1987) also recognizes the 
power of action in cognition and goes on to consider both the role of 
cognitive artifacts and the distribution of cognition across multiple 
people and machines which occur in everyday situations. 

Problem Solving 

The models in Section B are related as closely to problem solving as to 
classical decision theory. One avenue that has opened up involves re­
search in artificial intelligence, where researchers have discovered 
that dynamic situations and the other factors on Orasanu's and Con­
nolly's list require a shift in reasoning capabilities in order to achieve 
adequate autonomous machine performance. As a result, they have 
begun to develop specific reasoning mechanisms that function in 
evolving situations, that adapt/repair plans, and that reason in distur­
bance. management situations (e.g., Dvorak & Kuipers, 1989; Marks, 
Hammond, & Converse, 1989). This work, while not directly psycholog­
ical, may suggest modeling concepts for human decision behavior. In­
telligent systems have inherent limitations, but if this work generates 
useful findings we want to take advantage of them. 

There is a large body of work derived from a memory and problem­
solving point of view which would claim to model the observed be­
havior in everyday settings, most notably, production system-based 
models such as John Anderson's model of skill acquisition (Anderson, 
1987) and Allen Newell's (Laird, Rosenbloom, & Newell, 1987) unified 



408 Klein & Woods 

theory of cognition as defined in the Space Operations Automation and 
Robotics (SOAR) system architecture. 

First, both of these models feature a pattern recognition process 
within the cognitive architecture. That is, they can be seen as 
"recognition-driven." The SOAR architecture includes specification of 
how processing is driven by aspects of the situation. Impasses in the 
recognition process trigger the creation of a new subgoal and problem 
space search relative to that subgoal. Thus, SOAR can be thought of as 
an "impasse-driven" model of cognitive activities. Second, both models 
attempt to deal with the retrieval/control problem that derives from 
having large numbers of potentially recognizable patterns. Third, they 
both provide mechanisms for switching from a more pattern-driven 
"proceduralized" or "compiled" mode of cognition to a more delibera­
tive mode. 

Expertise 

Changing views on the important properties of decision situations and 
on the activities of people in those situations should lead us to ap­
proach expertise and skill acquisition in new ways which emphasize 
perceptual learning, the acquisition of perceptual skills, and knowl­
edge structlll'es that support the observed flexibility of experts (cf., 
e.g., Spiro, Coulson, Feltovich, & Anderson, 1988). There has also been 
interesting recent work on informal reasoning (e.g., Voss, Perkins, & 
Segal, 1990). Collins and Michalski (1989) studied strategies people 
use to draw inferences in areas where their knowledge is incomplete . 

. Use of Cognitive Thols 

Future model development will include as a fundamental element an 
account of how cognitive tools or artifacts affect information­
processing strategies and performance. As a result, models of natu­
ralistic decision making will need to develop a' theoretical framework 
or language for describing cognitive tools independent of the lan­
guages of implementation technologies (e.g.; tiled versus overYapping 
windows). People in naturally occurring settings fundamentally use, 
adapt, and create information processing and decision tools to get their 
job accomplished (e.g., Cook, Woods, & Howie, 1990; Hutchins, 1989). 
Thus, a fundamental part of understanding decision making is under­
standing the role cognitive tools and artifacts play in cognitive work 
(Norman, 1990). 
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Classical Decision Theory 

Some of the authors of chapters in this book treat naturalistic and 
classical decision theories as antagonistic, criticizing the limits of 
classical decision theory and showing little interest in the research 
j:enerated by the classical tradition. Other authors are more concilia­
tory, appreciating the effort that has gone into classical decision theo-

'1 ry over the past few decades and recognizing the value of this research 
\ within the boundaries where it is relevant. 

- Reviewers of this book have also been divided. Some have criticized 
the chapters for beating a dead horse, since "everyone knows that 
subjective expected utilities and the like have been abandoned as se­
rious topics for a long time." Other reviewers took the opposite posi­
tio;', that a vital field of research was being unnecessarily pilloried. To 
these reviewers, the criticism of classical decision making was a radi­
cal and unjustified step, and that it made little sense to abandon a 
research path that showed steady progress in favor of a different ap­
proach that seems to be far out of the mainstream. 

To us, it is classical decision theory that is radical, not models of 
naturalistic decision making. Our position is that people use their 
experience when they can, don't do more work than they have to, and 
so forth. In contrast, classical decision theory has made daring asser­
tions about human fallibility, about ways of developing normative 
models, about exciting techniques for prescriptive guidance. If these 
approaches had been able to develop wider applications, the potential 
power was enormous. The decision strategies described in Section B 
may represent a kind of backtracking from the ambitious position of 
classical decision theory to find new avenues forward. As we learn 
more about the boundary conditions for different decision strategies, it 
will become clearer how to interrelate the two approaches. 

Another criticism directed at some chapters has been that the au­
thors collapse together concepts of decision analysis, multiattribute 
utility theory, and Bayesian statistics into the category "classical deci­
sion �heory." To researchers in these traditions, the distinctions be­
tween them are very clear. However, to people outside this tradition, 
the different approaches bear a strong family resemblance in terms of 
being reductionist, componential, highly analytical prescriptive meth­
ods of decision making. 

Still another issue is whether this research in naturalistic decision 
making is actually very different from prior work. As we discussed 
earlier, in comparison to the ideas about nonanalytic decision making 
presented by Beach and Mitchell (1978), the work described in this 
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book is quite different. But at the same time, Beach and Mitchell were 
sensitive to how limited their understanding of nonanalytic strategies 
was. In the same article, Beach and Mitchell noted that "habit" was a 
nonanalytic strategy that offered some clear advantages in enabling 
decision makers to use experience. So Beach and Mitchell did have a 
sense of what was needed even if they weren't able to provide a descrip­
tion. The contingency model presented by Beach and Mitchell and by 
Payne (1976, 1982) was a useful perspective that helped researchers to 
formulate noncompensatory decision models as an alternative to the 
classical compensatory models. Unfortunately, even these noncompen­
satory models have been primarily studied in laboratory situations, 
and have generally ignored the role of experience. Therefore, there are 
ways that the naturalistic decision research does follow from earlier 
lines of inquiries, and ways in which it departs from those lines. 

NEXT STEPS 

It appears that naturalistic decision research has good potential for 
building on its accomplishments. We look for progress in three areas. 

First, the decision models must develop sufficient structure to allow 
hypothesis testing. This may require expansion in several ways-more 
carefully worked out models of the internal psychological processes, 
and more clearly worked out models of the environments that con­
strain the psychological processes. At the current stage of develop­
ment, our models of decision making in natural settings are as much 
about developing a cognitive language for describing the task environ­
ment as about specific internal psychological mechanisms. Models of 
decision tasks cannot be pursued independent from understanding the 
psychological processes that occur in those tasks; the two are mutually 
constrained (Woods, 1988). 

Second, researchers must develop improved methods. This will in­
Clude better procedures for collecting and analyzing field observations 
to provide evidence of reliability and validity. We must learn how to 
define the environmental conditions to allow interpretation of the 
data. It will also include strategies for more controlled observations 
using simulations. The most important criterion for simulation re­
search would be whether experienced decision makers take the simula­
tion scenarios seriously. If so, then such research can be an effective 
extension of field observation studies. 

Third, attempts are needed to apply the findings of naturalistic 
studies. Can we define strategies for training decision making, and 
will these differ from traditional training requirements? Can the re-
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search generate concepts of decision support that have not already 
been considered and examined? It is easy to say that this approach 
seems useful, but the hard task is to demonstrate applications. We 
have been studying and modeling decision making in action. The chal­
lenge is to put our models and methods into action as well. 

KEY POINTS 

NDM can point to several accomplishments: 
Highlighting the role of experience in decision making 
Placing emphasis on situation assessment as part of decision 
processes 
Formulating a set of descriptive models emphasizing compe­
tency rather than dysfunctions 
Developing ethnographic methods for field research 

• Weaknesses of NDM include: 
Difficulty of testing the models 

- Limited rigor of the supporting research 
- Need to demonstrate applied value 

. • Linkages between NDM and topics in cognitive psychology: 
Situated cognition 
Problem solving 
Expertise 
Use of cognitive tools 
Classical decision theory 
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ronments; Task environments 

uncertain, 7-8, 11, 17, 134-135, 163, 
208, 213, 294 

Dynamic processes, 6, 95, 126, 131,  133-
134, 229, 268, 363 

E 
Ecological vaJidity, 211-212 
Economic man, 21-22, 29, 270 
Economic reasoning, examples, see Fi-

nancial decision making, examples 

Economic theory, see Analytical decision 

strategies 

Effect size, 255-260 
Effort/accuracy tradeoff approach, 68-74 
Elementary information processes (EIPs), 

70-71 
Elimination-by-aspects, 16, 37, 55, 66, 

68, 72, 98, 268, 337, 392, 397-398; 
see also Screening 

Ellsberg's paradox, 47, 81, 98 
Encoding, 350, 352 
Engineering decisions, examples, 11,  60, 

107, 145, 188, 190, 196, 212, 214-
215, 220, 329, 352 

Environment features, 290, 298, 301-
302 

Episode schema, see Schemata, episode 
Error, human, see Human error 

Ethnographic studies, 331, 406 
Evolutionary design, 282-286 
Execution and monitoring, 272-274 
Executives, decisions by, 4, 6, 8, 25, 31-

35, 60, 155, 173, 324, 379, 397-. 
398 

Expectancies, 64, 107-108, 140-142, 
289, 393, 395 

Expert systems, 105, 130, 178, 196, 265-
269, 271, 346; see also Decision 

aids; Decision support systems 
Expert·novice differences, 11-12, 15, 63, 

107, 143, 160, 198-199, 310-316, 
320; 326, 396, 400 

Expertise and expert decision making, 
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296, 298, 303, 314, 348, 382-383, 
392-395, 397, 400, 406, 408 

Explanation.based decision, 103, 109-
112, 131-132, 188-201, 390, 392 

F 
Feedback, 11, 55-57, 68, 74-75, 83, 120, 

128, 135-136, 221, 282, 313, 315-
316, 321, 357, 390; see also Hedge 
clipping 

cognitive, 213-215, 366-367 
outcome, 213. 220, 367 

Field experiments, 242-250, 377, 390, 
402-403 

Field observation, 238-240, 410 
Financial decision making, examples, 11, 

60, 65, 69, 81-82, 115, 161, 185, 
190, 198-199, 307 

Fireground commanders (FGCs), 3, 5, 7-
9, 107, 139-140, 142, 144-145, 
179, 312-313, 316, 372, 374, 376-
377, 382, 393, 397, 402 

Fires, decisions about, 3, 5-6, 8, 173, 
190, 288, 335, 383, 393; see also 
Fireground commanders and Wild· 
land fire incident command teams 

Forecasts, weather, see Weather forecasts 
Formal models and methods, 13, 17, 21, 

44, 49, 129, 144, 181, 212, 225, 
268, 306-308, 310, 361, 392, 399, 
405 

consistency, 78, 82-83, 86 
descriptions of situations, 231, 241, 

247-248 
errors, 47, 78 
justifications for normative frame­

work, 53-55, 62, 87-91, 96, 98 
Formal-empiricist paradigm, 40-45, 48, 

61, 75, 87 
Frames, (raming, 29, 59, 64, 115, 117, 

129, 133, 135, 137, 153-154, 173, 
177-178, 193-194, 246, 248-249, 
321, 334, 352 

G 
Gambling, 14, 24, 26-28, 41-42, 44, 87-

88, 179, 199-200, 319, 370 
Generalizability of experiments, 208, 

214-215, 223, 225, 231, 241, 257, 
309-310, 400, 402-403 

Subject Index 475 

Goals 
in cognitive control model, 166-168 
in decision aiding, 267-268 
in explanation·based decisions, 192, 

198-199 
in image theory, 149-151, 154-155; see 

also trajectory image 
multiple, 313, 316-318 
in Recognition-Primed Decisions, 140-

142, 393 
shifting, ill-defined, or competing, 7-9, 

19, 103, 135-136, 265, 397 
Ground control, see Air traffic controllers 
Group decision making, 23-24, 327-334, 

336; see also Team decision mak­
ing 

Group monitoring, 321, 325 
Group support technologies, 355-357 
Groupthink, 353 

H 
Hedge clipping, 128-129, 132-133, 390 
Heuristics and biases, 14, 17, 24, 36-40, 

46-49, 53-56, 60-61, 65, 68-69, 
74, 82-85, 87, 163, 168, 178, 236, 
248-249, 253-256, 258-259, 309, 
342, 352, 355, 361, 371-372, 382; 
see also Decision bias 

High stakes, 5, 7, 9-10, 103, 136-137, 
319-320, 323, 397; see also Psy­
chological stress factors; Stress, 
decisions under 

Hindsight bias, 46, 71, 236, 248, 256, 
258-259, 309 

Holistic judgement, 363-3�7, 372 
Human error, 223-225, 238, 241, 249. 

395-396 
Human factors, 244-245 
Human·computer interface, 245-246, 

266, 355, 401; see also Person­
machine interface 

I 
Ill-structured problems, 7-8, 103, 134-

135, 221-222, 265, 276, 3 13-316, 
323 

Illusory correlation, 46, 352 
Image theory, 103, 115-118, 148-157, 

384, 390, 400 
Images, 115, 149, 151-152, 154 
Inducement principle, 124, 126 
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Inference bias, 56 
Information Integration Theory UTI'), 

367-368, 372, 377 
Information processing, 17, 52, 68, 77, 

114, 134, 161, 229-230, 241, 247, 
271, 281, 288-291, 295, 299-303, 
316, 337, 361, 406 

in teams, 346-353, 355-359 
Information-sampling theorem, 165 
Informational errors, in team decision 

making, 352-353 
Insurance purchase, see Consumer choice 

tasks 
Intellectual tools, 60-63, 68, 86; see also 

Cognitive tools 
Intelligence, military, 30, 33, 84, 306, 

309, 348 
Interview methods, 43. 48, 107, 144, �60, 

173, 183, 194, 375-376 
Intuitive decision strategies, 25, 72, 115-

116, 118, 124, 126, 132-133, 135-
138, 215-223, 309, 363-364, 368, 
370, 372, 393, 399; see also Statis­
tical intuition 

Israeli Defense Forces, 30-35, 105, 129. 
143, 312, 318 

J 
Jobs, see Career decisions 
Judicial decision making, examples, 13, 

58, 64, 109-112, 132, 161, 188, 
190-196, 199-200 

Jurors, see Judicial decision making, ex­
amples 

K 
Knowledge elicitation techniques, 304; 

see also Critical decision method; 
Critical incident techniques 

Knowledge structures, 64-65, 71, 127-
128, 132-133, 148, 151, 408; see 
also Frames; Schemata 

Knowledge-based control (decisions), 
118-121, 166-168, 171, 198, 390, 
392 

L 
Laboratory studies 

contrasted to naturalistic studies, 6, 8, 
10, 12-15, 39, 50, 55-56, 58-60, 
136, 138, 159, 161, 165, 183, 228-

230, 233, 238-240, 244-246, 250-
251, 308, 314, 354, 380, 396, 402, 
406 

examples, 28, 36-37, 115, 155-156, 
160, 173, 194,-195:l�9-200, 291-
293, 302, 330�3p6, 350, 352, 
383, 410 

students as subjects. 15, 25, 34, 45, 53, 
307-308, 329 

' 

Lens model, 189, 211-215 
Lens model equation (LME), 212-213, 

215, 336, 377 
Libyan airliner incident. 30-35, 36, 143, 

220-224, 287-288 
Linear models, 54, 161, 200, 218-219 
Lottery, see Gambling 

M 
Management information system (MIS), 

281 
Marketing d�isions, examples, 4, 6, 8, 

36, 155, 329, 379, 398 
Matching, 110, 129-130, 132-134, 137, 

162, 177-179, 181, 193, 299-301, 
312, 390-392 

Meaningful significance, 252-253, 255, 
258, 260-261 

Medical decision making, 11, 80, 144, 
161, 163, 188, 190, 196-198, 213-
214, 254-255, 272, 287-288, 306, 
308, 311, 329, 346-347, 349, 397, 
402; see also Medical diagnosis, ex­
amples; Surgical teams 

Medical diagnosis, examples, 3-4, 8-9. 
12, 36-38, 54, 97, 161, 163-165, 
190, 196-198, 213-214, 254-255, 
287-288, 306 

Memory organization, 290, 295-299 
Memory tasks, 194-195, 324 
Mental imagery. 131, 133, 312; see also 

Mental simulation 
Mental models, 117-120, 128, 133, 167-

168, 198, 200 
shared, 327, 331-335, 349-350, 352, 

356, 398; see also Collective con­
sciousness 

Mental simUlation, 6, 107, 109, 131-134, 
138, 143-144, 146, 169, 275, 335, 
390-392, 394-396, 399-400 

Metacognition, 53, 70-74, 92-'-93, 98, 
268, 324-325, 335, 400 



Military decision making, examples, 30-
35, 36, 66, 72, 105, 107, 129, 139, 
143-145, 169, 190, 220-224, 267, 
271, 287, 293-297, 301-302, 306, 
309, 312, 315-316, 318, 320, 324, 
327, 329, 346, 348-352, 374, 395, 
398, 402 

Model-based control, see Knowledge­
based control 

Multiattribute utility approaches 
(MAUA, MAUT), 16, 21, 44, 56, 
81, 87, 95, 175, 271, 308-310, 319, 
357-358, 370-371, 373, 392, 397, 
399, 409; see also Utility models 

Multiple players, 7, 10, 56, 103, 134, 265, 
313, 321, 323, 325 

Multiple-cue probability learning 
(MCPL), 213-215 

N 
Navigation, 291-293, 302, 321, 381 
Normative errors, in team decision mak-

ing, 352-353, 355 
Normative models and theories, 16-17, 

39-41, 43-45, 48, 50, 52-54, 56, 
61-62, 65-67, 77, 87-91, 96, 98, 
158, 306-308, 310, 336-337, 365, 
369-373, 377-379, 409 

approaches and methods, 38, 56-57, 
" 63, 310, 319 

oon�istency, 58-59 
evaluation, 43, 91 
frameworks, 88, 90, 377 
rules and standards, 49, 62, 72-73, 

82-83, 378 
Nuclear power plant, 16, 118, 190, 235 
Null hypothesis testing, 378 
NurSing, 12, 144 

o 
Observational methods, !S, 34, 107, 139, 

144, 173, 402; see also Field obser­
vations 

Operational settings, 138, 390, 399, 402; 
see also Complex behavioral set­
tings; Dynamic environments; 
Real-world environments; Task en­
vironments 

Optimal choice, strategies and solutions, 
6, 16, 18, 21, 54, 68-69, 129, 139, 
144, 146, 177, 179-181, 308, 319; 

Subject Index 477 

see also Suboptimal strategies; 
Satisficing 

Organizational context, 103, 232-233, 
322, 326, 353-355 

goals and norms, 7, 10, 25, 134, 322-
323 

integration, 347-348 
Outcome, effect on decision making, 6, 9, 

12-13, 16, 19, 25-26, 38, 47, 53-
58, 65, 80, 107, 129, 252-260, 
266-267, 313, 335, 394 

oriented research, 12, 17, 19, 28 
uncertain, 44, 66 

Overconfidence bias, 37, 46-47, 54, 60, 
62, 71, 75, 79, 83, 96, 98, 309 

p 
Parole officers, 13, 173 
Pattern matching. see Matching 
Pattern recognition, 63-64, 218, 312, 

314-315, 323, 383, 399, 408 
Pattern seeking, 126. 137 
Perception, 64, 72, 77, 224, 229, 231-232, 

349, 405, 408 
Perceptual cycle, 128 
Person-machine interface, 118, 232, 245, 

250, 281-282, 288 
Physiological stress factors, 319, 396. 

401; see also Stress, decisions un­
der 

Pilots, 30-35, 83, 165, 169, 272, 315-
318, 320-321, 324, 329, 331-337, 
349, 351-352, 398, 401; see also 
Aviation 

Planning and commitment, 274-275 
Plans, 149-151, 154; see also Strategic 

images 
Policies, 149, 154, 367 
Policy capturing, 213-214, 366 
Policy making, examples of, 11, 57, U5, 

188, 214-215, 316, 327, 329, 374 
Pragmatic reasoning schemata, 60 
Predecisional processes, 38, 182-186 
Preediting, 112, 133, 182-183 
Prescriptive models and applications, 16-

17, 87-88, 272, 283, 309, 337, 365, 
369-374, 409 

appropriateness of Classical theory, 
22-24, 27-29, 34, 148, 172, 362 

description-based, 25, 134, 266-267 
role, 21-22 
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Priming effects, 352 
Principles, 148-149; see also Value im­

ages 
Probability assessments, the effect of bi­

ases on, 255-259 
Probability theory, 21,  25, 41-42, 59-66, 

84, 177, 256-259, 266, 272, 400 
Probabilistic functionalism, 207-209, 

211,  360-361, 380 
Problem space, 248 
Problem-solving, 1 1-12, 14-15, 44, 48, 

55, 63, 67, 95, 220-221, 229-230, 
233-237, 248-249, 251, 289-290, 
296-307, 311,  322-325, 362-363, 
369, 393, 407-408 

by teams and groups, 327, 332, 355 
Process models, 12, 104-118, 121, 135, 

337, 364, 390, 394, 398, 400
, Process-tracing, 48, 79, 183-185, 232-

251, 362, 369, 405 
Processing, automatic vs. controlled, 317 
Processing bias, 253-255 
Profitability test, 116-117, 132, 134, 

150, 152-153, 156 
Progress decisions, 115, 1 17, 132, 150-

153, 174 
Promising alternative, 112, 114, 183 
Prospect theory, 23, 209, 373 
Pseudo-certainty effect, 47 
Psychological stress factors, 396-397, 

401; see also High stakes; Stress, 
decisions under 

Psychophysics, 209, 362 
Ptolemaic theory, 23, 381 

Q 
Quasirationality, 126. 132, 218, 220, 223, 

399 
Queueing theory, 163-165 

R 
Radar, 30-31, 105, 218, 222 
Radiology, 3 11-312 
Rapid prototyping, 282-283 
Rationalist paradigm, 40-41. 44-49, 51,  

61, 67, 70, 77-79, 81, 86-88, 265 
Rationality, 16-17, 21-22, 27, 236-237, 

369-370, 372-373, 384 
Real-world environments, 13, 17, 52, 56, 

134, 219, 265, 358; see also Com­
plex behavioral settings; Dynamic 

environments; Operational set­
tings; Task environments 

Reassessment, 109, 129-131, 134, 176, 
178-181 

Recognition/ metacognition model. 53, 
_ 70-74, 7� f) 

Recognition-Primed-Decision (,RPDl, 12,93, 
103, 107-109, 114-115, 132, 138-
147, 169, 174, 179-180, 287, 289, 
335,382-383, 390, 392-393,396 

Recognitional decis:ion strategies, 53, 63, 
67, 130, 154, 290, 305, 312, 389, 
394-396, 398-401, 406; see also 
Recognition-Primed Decision 

Redundanc� 171, 219, 221, 253, 354 
Reference effect, 38, 65, 80 
Reference problem, 290, 296-297, 299, 

303-305 
Regression, 160-161, 336, 361-362, 365-

366 
Regression fallacy, 62, 66, 81-82, 96 
Rejection threshold, 153, 155-156 
Report-to-track ambiguities, 294-299, 

300-302 
Representative design, 13, 207-209, 211, 

366-367, 380 
Representativeness heuristic, 37, 48, 60, 

65, 163, 230-232, 309, 394, 405 
Retrieval, from group mind, 351-352 
Retrospective analysis, 118, 173, 220, 

222-223, 234-235, 237-238, 332, 
375-377 

Rule-based control (decisionsl, 118-120, 
132, 166, 171,  174, 390-391, 393 

S 
Satisficing, 6, 18, 56, 66, 68-69, 72, 75, 

86, 98, 144, 146, 352; see also Opti­
mal choice, strategies and situa­
tions; Suboptimal strategies 

Scaffolding, 317, 323, 370 
Schema-based processing, 65, 67, 69-70 
Schemata, 18, 59, 64, 71, 74, 94, 349, 

352; see also Mental models 
episode, 110-111, 192 

Screening, 150, 152, 155-156, 183, 268; 
see also Elimination-by-aspects 

in dominance search model, see Pre-, 
editing 

Search for dominance structure, see 
Dominance search model 



Self·image, see Value image 
Self-report methods, 120, 129, 234-235, 

332, 371, 376-377 
Serial option evaluation, 6, 18, 93, 107, 

132, 139, 144, 335, 392-394 
Simulation heuristic, 394; see also Men· 

tal simulation 
Simulations, 28, 68, 314-315, 319-320, 

334, 336-337, 377, 395, 410 
Situated cognition, 407 
Situation assessment, 6, 17-18, 34, 105, 

128, 132-133, 135, 138-143, 172-
174, 176, 181, 274-275, 287-289, 
293-294, 305, 310, 332, 335, 383, 
390-396, 398, 401, 405 

cognitive model of, 103, 105-107, 132, 
287-289, 305 

decision aids for, 288-289, 294, 303-
305 

Situation recognition, 107, 140-141 
Skill acquisition, 3ll, 407-408 
Skill-based control, 118-120, 132, 166, 

169, 393 
Social Judgement Theory (SJT), 17, 124, 

160-163, 210-213, 216-217, 223, 
361, 365-367, 372, 377, 383 

Space Operations Automation and Robot· 
ics (SOAR) architecture, 408 

Speed·accuracy tradeoff, 160, 319, 323, 
\ 397 

Sports, 11, 92, 185, 311, 329, 333-334 
Standard operating procedures, 10, 134, 

332 
Stark incident, 352 
Statistical intuition, 16, 42. 61, 163-165. 

361; see also Intuitive decision 
strategies 

Story Model, see Explanation.based deci· 
sion 

Story-telling, 110-112, 133, 390, 392 
Story boarding, 284-285 
Strategic image, 115-116, 151-152, 390-

391; see also Plans 
Stress, decisions under, 9-10, 107, 109, 

115, 288, 313, 319-320, 323, 395-
397; see also Time pressure; High 
stakes 

Structural errors, team decision making, 
352-353 

Subjective probabilities, 26-27, 41-42, 
44; see also Beliefs and values 
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Subjectively Expected Utility Theory 
(SEUI, 21-22, 26-27, 42, 81, 87-
88, 369-370, 372-373, 409; see 
also Utility models 

Suboptimal strategies, 54-55, 68, 75. 78, 
319; see also Optimal choice, strat· 
egies and situations; Satisficing 

Substantive theory, 39, 60, 69, 177, 212-
213, 378, 381, 383 

Success rate, 259-260 
Support system, see Decision support sys· 

terns 
Surgical teams, 169, 171, 235, 329, 347 

T 
Tacit knowledge, 158, 161, 406 
Tank platoons, 107, 144-145, 329 
Task continuum index, 124, 126, 215-

216 
Task environment, 52-53, 55, 58, 74, 

217, 219-222, 279, 354, 361, 385, 
410; see also Complex behavioral 
settings; Dynamic environments; 
Operational settings 

Task performance, 336-337, 357 
Team decision making, 10, 104, 144, 169. 

171, 247, 272, 321, 325, 327-345, 
346-359, 389, 397-399 

sources of failure in, 341-342 
Team mind, 327, 331, 335, 350-352, 384 
Taam task, 328, 349 
"Think aloud" protocols, 43, 79, llO-112. 

115, 118, 183-185, 234, 246, 369 
Time pressure. 7, 9, 16, 18, 33-34, 68, 

103, 107, 115, 118, 136, 265, 308, 
313, 319-320, 323, 347, 396-398, 
400; see also Stress, decisions un· 
der 

Top·down processing, 64, 71, 73, 299 
Training, 39, 50, 55, 77, 91, 120, 130, 

146, 168, 178, 291-292, 306-326, 
399-401, 407, 410 

of teams, 321, 354, 400 
Trajectory image, ll5-116, 151-152. 

390; see also Goals, in image thea· 
ry 

Transactive memory systems, 333, 350 
Tree felling, 128-129, 132-133 
Troubleshooting, 159-160, 312-313, 315, 

377 
Typological models, 104, 118-131, 399 

--------------- - - -



480 Subject Index 

U 
Uncertainty, decision making under, 26, 

31-34, 37, 46, 62, 88, 103, 129, 
173, 175-177, 192, 212, 215, 219, 
221-222, 228, 230, 233, 250, 265, 
361, 397; see also Dynamic envi­
ronments, uncertain 

Utility models, 21, 31, 41-42, 44, 189-
190, 271, 277, 337, 361, 373-374; 
see also Multiattribute utility ap­
proaches; Subjectively Expected 
Utility Theory 

V 
Valdez oil spill. 352 
Value image, 115, 136, 151, 390 

Verbal reports, see Self-report methods 
Vinncennes incident, 238, 327, 352 
Voting, 160, 382 

W \ . ( __ ( 
Weather forecMtlQg/l l ,  60. 66, 218-220, 

222-223 
Wildland fire incident command teams, 

143-145 
Work environment, 159, 165-166, 355 
Workload, 72, 246, 317-318, 324, 328, 

334, 344, 400 
Wundtian doctrine, 206-207. 225, 362, 

368; see also Classical decision the­
ory 
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